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Abstract
In behavioral experiments on social animals in ethology, it is important
to understand not only the detailed location of each of the target an-
imals, but also their swarm behavior emerging from their interactions.
Recently, many systems have been developed to support animal behav-
ior analysis. However, these systems require videos under good con-
ditions for easy discrimination of targets from background, leading to
their limited applications. In this paper, a tracking system that is ro-
bust to different experimental conditions is proposed. The proposed
system adopts YOLOv5, a deep neural network based system, as an ob-
ject detector from video images and incorporates the existing K-Track
system for tracking the detected objects. The performance of the pro-
posed system is evaluated using actual videos obtained from behavioral
experiments, and robust detection of target animals and their tracking
is possible.
Contribution of the Paper: Accurate animal tracking is achieved
through the combination of object detection and bi-directional associa-
tions for detected objects.
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1. INTRODUCTION

Social animals have been used in many ethological stud-
ies to understand the mechanisms of their behavior. It is
necessary to analyze not only the behavior of each individ-
ual but the behavior of individuals with their interactions.
Among many kinds of social animals, bees and ants are
popular animals (insects). This is because they can be
easily and quickly bred and various levels of analysis can
be performed, such as measuring neural activity in their
brains and secretion of chemical substances, and observ-
ing their behavior under various environmental conditions.
Our interests are on the analysis of how these insects inter-
act with each other using image sequences taken by digital
cameras. The use of images can reduce the influence on
the behavior of target insects.

Recently, many types of digital video cameras with high
performance and low cost have become available. Thus
many researchers have used them to record the behaviors
of animals in their experiments; these cameras can record
the behaviors of long duration with high resolution as a
video. On the other hand, analyzing the behaviors from
the video, such as extracting and tracking individuals from
a set of images, is still done manually by the researchers
themselves. In addition to being time-consuming and la-
borious, manual operations are prone to errors, such as
false-positive detection of individuals and undetected in-
dividuals from the image frames. Therefore, the devel-
opment of automatic or semi-automatic analysis methods
from recorded videos is an important challenge.

Several computer programs for automatic tracking and
analysis of animals have been presented and are available
to researchers. id-Tracker [1] is a software for mice and
insects (vinegar flies and ants) where several individuals
can be tracked at the same time. The tracking can be
done by using the texture of a target individual’s back
as a cue to identify each of the individuals in the image
frame. Using texture is advantageous for achieving non-
invasive to target individuals, such as putting marks on
individuals, but images with high resolution are required
to discriminate textures among individuals, leading to high
computational cost for image processing and large capacity
storage for images. It is also necessary to cope with texture
changes against light condition due to the movements of
individuals.

Branson et al. have developed an automatic tracking
software called Ctrax [2], where the fruit fly, Drosophila
melanogaster, as a target animal, but it is applicable to
other animals such as cockroaches and mice. This soft-
ware is also capable of identifying and tracking individuals
without the use of tags. The main goal of this software is
to identify behaviors for target individuals from the short
duration of their trajectories, so the locations of individ-
uals in the image are not always accurate. Feldman et
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al. have developed a scheme for analyzing the behavior of
honeybees [3]. This scheme is intended to extract certain
behaviors of honeybees on their nest with non-dense con-
dition, such as waggle dance of honeybees, so it is not good
at various types of behaviors.

Kimura et al. have developed two types of software,
called K-Track and K-Track-kai [4, 5, 6], for automatic
tracking of multiple honeybees on their nest from low res-
olution video frames. These software achieves simultane-
ous extraction for the locations, velocities, accelerations of
target individuals, as well as the waking distance from a
given position and changes in distances between individu-
als. This turns out to be applicable to track other types
of animals, such as ants, antmimicking spiders, spiders and
praying mantis under the flat area. Although various types
of videos can be used by these software, they tend to fail to
track target individuals walking at the corner and bound-
ary in an experiment arena.

All of the software mentioned above requires image
frames from which targets and background can be easily
distinguished. This can be done by preparing a configura-
tion for experiments with a uniform lighting condition and
a uniform background. There are still many experimental
conditions and videos obtained by experiments with lower
illumination and complex backgrounds to avoid the behav-
ior of individuals from their environment. Therefore, it is
necessary to develop a tracking method that is robust to
the environmental conditions around the target individu-
als.

In this paper, we propose an automatic tracking method
for social animals and evaluate this method using video
images obtained by experiments. Our method is based
on K-Track-kai for tracking target individuals [6] and uses
YOLOv5 [7], a version of YOLO systems [8] consisting of
deep neural networks, as an object detector from video im-
ages. We chose YOLOv5 as the object detector because it
is easy to install on various systems (Windows/macOS),
and it provides well-developed tools for creating training
samples for target objects. The original K-Track-kai adopts
the so-called background subtraction method to distin-
guish target individuals from the background. However,
this approach is not effective in extracting individuals un-
der low-illumination conditions. YOLOv5, on the other
hand, can detect target individuals in various environments
by using a well-prepared set of training samples, but it does
not include functionality for tracking the detected individ-
uals. Therefore, combining these two methods is expected
to result in a more robust individual tracking system. It
is shown that our method can extract the target individ-
uals under non-uniform environments and can track them
automatically.

This paper is organized as follows. In section 2, video
images in our experiments and the our method are de-
scribed. Experimental results and their discussions are
shown respectively in sections 3 and 4. Section 5 finishes
this paper with conclusion.



(a) experimental field for ants

(b) experimental field for honeybees

Figure 1: Experimental configurations for analyzing animals’ behav-
iors.

2. MATERIALS AND METHODS

In this section, examples of video images for the target
insects are shown, then our presented method is described.
Our method consists of two stages of processing, i.e., ob-
jects (animals) detection from the video image and object
tracking by connecting objects between successive images.

2.1. Target animals and experimental conditions

Two types of animals and their experimental conditions
are used to evaluate the proposed method. An experimen-
tal configuration of ants is shown in Fig. 1(a). There are
several ants that can walk around in a round area of a glass
dish (12cm diameter). In this experiment, sufficient illu-
mination is obtained in the whole of arena to extract each
of the ants can be easily extracted [9]. Figure 1(b) shows
a configuration of an experiment using honeybees. In this
experiment, there are three compartments in the exper-
imental area; honeybees in each compartment can move
around in their compartment but it is not possible to go
through other compartments [10]. A piece of honeybee nest
is placed in the middle compartment, so the background of
the area is not uniform but has a complex structure. For
this experiment, low illumination is set; this is intended not
to affect the behavior of honeybees, and this configuration
is common in honeybee nests.

2.2. Detecting objects from images

InK-Track and its improvedK-Track-kai systems, walk-
ing animals are first extracted. This is done using a method
called background subtraction, where the moving individ-
uals are extracted by subtracting successive frames with a
threshold. This is effective if the conditions of background
(non-animals) are adequately configured, e.g. uniform area
and sufficient illumination, in other words, this is not ro-
bust if these conditions cannot be prepared.

In order to extract target animals under different en-
vironmental conditions, we adopt YOLOv5 [7], which is a
deep neural network-based system, as an object detector.
A set of detected objects can be extracted from each image
frame in a video. Each detected object is represented by
a two-dimensional coordinate of bounding box around the
object with its confidence (probability) for detection.

YOLO (or YOLOv5) can perform detection and identi-
fication (classification) tasks simultaneously using a single
neural network. The system consists of three components,
called Backbone, Neck, and Head. The Backbone extracts
image features from the input image using a convolutional
neural network, then these features are integrated in the
Neck component, and the Head makes bounding boxes of
the detected objects from the integrated features as well
as classifications for each of the image regions with their
bounding boxes. Several pre-trained models (sets of con-
nection weights in the neural network) that can detect and
identify various objects are attached to the distribution of
YOLOv5, and popular objects such as person and car can
be detected by using these models. Target animals used in
the ethological experiments, such as honeybees and ants,
are hardly detected by these models, so additional train-
ing is required for YOLOv5. To train the network, sets of
image regions for target animals are prepared with their
annotations. To create annotations for image regions, the
software LabelImg [11] is used.

2.3. Tracking objects over image frames

YOLOv5 does not deal with temporal contexts for tar-
get objects; this system detects objects for each frame in a
video but does not perform binding identical objects across
successive frames. In this section, we present an object
binding scheme for tracking target animals in video. The
proposed scheme requires a set of image frames for the tar-
get insects before its processing; real-time tracking is not
for our purpose.

Our scheme uses the following information obtained
from YOLOv5, denoted by:

• Oi(t) as i-th object detected in the image frame at
time t,

• N(t) as the number of objects detected in the image
frame at time t,

• xLU
i (t), yLU

i (t) as the leftmost and uppermost coor-
dinate of bounding box on Oi(t),



• xRD
i (t), yRD

i (t) as the rightmost and lowermost coor-
dinate of bounding box on Oi(t),

• xC
i (t), y

C
i (t) as the center coordinate of bounding box

on Oi(t).

Several definitions are provided using these information.
Euclidean distance between the objects Oi(t) and Oj(t),
d (Oi(t), Oj(t)) as

d (Oi(t), Oj(t)) =√(
xC
i (t)− xC

j (t)
)2

+
(
yCi (t)− yCj (t)

)2
. (1)

Overlap between two objects is defined by whether the
bounding boxes of two objects intersect. Overlap for two
objects in the different time frame Oi(t) and Oj(t

′), de-
noted by p(Oi(t), Oj(t

′)), is defined as a Boolean value:
p(Oi(t), Oj(t

′)) = 1 if xLU
j (t′)− xLU

i (t) < xRD
i (t)− xLU

i (t)

and yLU
i (t) − yLU

j (t′) < yLU
i (t) − xRD

i (t) hold, otherwise

p(Oi(t), Oj(t
′)) = 0, where xLU

j (t′) > xLU
i (t) and yLU

i (t) >

yLU
j (t′) are assumed. A relation between objects is defined
by the symbol →. Oi(t) → Oj(t+1) defines that a relation
is created from Oi(t) to Oj(t+ 1).

Then the proposed scheme for binding objects over im-
age frames is presented. This scheme consists of the fol-
lowing steps:

1. (forward search) Make connections from the objects
in the image at time t to the objects in the image at
time (t + 1) according to the minimum distance be-
tween objects with their overlap: for i = 1, · · · , N(t),

j =k=1,··· ,
N(t+1)

1

d(Oi(t), Ok(t+ 1))
· p(Oi(t), Ok(t+ 1)),

Oi(t) → Oj(t+ 1). (2)

This process is applied from the image at frame t = 1
to the frame at time t = (T − 1) where T is the
number of frames in a video.

2. (backward search) Make connections from the ob-
jects in the image at time (t + 1) to the objects in
the image at time t according to the minimum dis-
tance between objects with their overlap: for i =
1, · · · , N(t+ 1),

j =k=1,··· ,
N(t)

1

d(Oi(t+ 1), Ok(t))
· p(Oi(t+ 1), Ok(t)),

Oi(t+ 1) → Oj(t). (3)

This process is applied from the image at the frame
t = (T − 1) to the frame at the time t = 1.

3. (binding objects over frames) The connection rela-
tions between the image frames at the time t and
(t + 1) are examined. If Oi(t) → Oj(t + 1) and
Oj(t + 1) → Oi(t) holds for pairs of i and j, then
it is assumed that the object Oi(t) is the the same

object as Oj(t+1), and the connection between these
objects is fixed. This process is performed for all de-
tected objects in all frames.

4. (binding by selecting connections from candidates)
Remaining connections after the previous step are
mainly caused by the number of detected objects dif-
fering between image frames, due to undetected ob-
jects from the image frame. First, for each object,
connections to this object between two consecutive
images are removed if it already had its fixed con-
nection between these frames.

5. (removing redundant connections) Then, for each of
objects, a connection from/to this object between
two consecutive images is selected where the distance
of this connection is minimum without considering
the overlap of two objects, and the connections other
than the selected connection are removed.

6. (creating trajectories for each object) Final step is
to collect the connections between the image frames
to create each trajectory for the detected objects. A
trajectory of an object contains a time series of its
center coordinates detected in the image frames.

A schematic example of making connections across im-
age frames is shown in Fig. 2, where six objects are de-
tected in the frames at the time (t−1) and the time (t+1)
and five objects are detected at the time t. The connec-
tions from the steps 1 and 2 are shown in Fig. 2(a). In
this figure, the created connections are represented by dot-
ted lines with arrows, where the directions of the arrows,
i.e. down and up, represent the created connections by
forward and backward search, respectively. Objects O1,
O2, and O3 can be considered identical over time (t − 1),
t, and (t + 1) because the forward and backward connec-
tions are the same. These connections are fixed by the step
3. On the other hand, the objects O4, O5, and O6 have
inconsistent links between forward and backward searches.
These connections are selected and removed by steps 4 and
5. The final configuration of the connections between the
objects is shown in Fig. 2(b).

3. EXPERIMENTAL RESULTS

The proposed method is evaluated through tracking
target individuals from videos obtained in ethological ex-
periments. Two types of videos are used to evaluate the
detection performance. One video, called video-A, contains
eight ants in a flat arena (Fig. 1(a)), where the frame rate
per second in the video is 30, the number of image frames
is 9560, and each frame has 1920 pixels width and 1080
pixels height. The other video, called video-B, contains
eight honeybees in the compartments (Fig. 1(b)), where
the frame rate per second in the video is 30, the number
of image frames is 5085, and each frame has 1920 pixels
width and 1080 pixels height. To evaluate the tracking



(a)

(b)

Figure 2: Connecting objects between successive image frames. (a)
Connecting detected objects by forward and backward directions in
image sequence. First, for the frames at · · · (t − 1), t, (t + 1), · · · ,
detected objects between frames are associated by step 1 in the pro-
posed algorithm. The associated connections are denoted by the dot-
ted lines between objects. Then, for the frames at · · · , (t+1), t, (t−
1) · · · , detected objects are associated by step 2 in the proposed al-
gorithm. The connections are denoted by the broken lines. (b) Con-
nections are fixed for the objects if consistent connections are present
between frames (e.g. O3(t− 1) and O3(t)), and connections are cho-
sen from candidates if non-consistent connections occur (e.g. O5(t)
and O5(t+ 1), O6(t+ 1)). Resultant connections are denoted by the
solid lines.

performance, video-A is used as the input for the proposed
method.

3.1. Experimental setup

In order to detect target animals from videos, it is nec-
essary to train YOLOv5 with some image frames with their
annotations. In this experiment, we randomly selected 20
frames out of 9560 frames from video-A, and also 20 frames
out of 5085 frames from video-B. We then annotated the
locations of the targets in these frames. The total number
of target animals with their annotations is 320 (two sets of
20 image frames with eight targets in each frame). These
images were used to train YOLOv5 with the pre-training
model yolov5s as the base model. The number of train-
ing epoch was 1000. We used 0.5 of confidence threshold
is used for detecting objects from the image frame by the
trained YOLOv5.

Figure 3: Changes of precision and recall on detection in training
YOLOv5 with a set of training images (the number of epochs for
training is 1000).

.

3.2. Detection by YOLOv5

First, we show the changes of precision and recall values
for object detection during the training YOLOv5, in Fig. 3.
These values are calculated from the training dataset (not
from the validation dataset). It is shown that the training
in YOLOv5 is successfully conducted.

Detection was performed for all frames in video-A and
video-B. Examples of detection in these video are shown in
Fig. 4. Correct detection for the targets in the images could
be performed in these images. The detection success rates
for video-A and video-B were calculated as 95.4% (72944
of all 76480 individuals) for the video-A and 94.8% (38572
of all 40680 individuals) for the video-B. Detection was
performed on another video, which was not the video-A
but had similar experimental conditions, and in this case,
96.8% (73827 of all 76264 individuals) of detection suc-
cess rate was achieved. Despite the very limited number
of samples are used for training (1.67% in the video-A and
3.15% in the video-B) and the presence of non-uniform
background in the images (especially in video-B), high de-
tection accuracy could be achieved by using YOLOv5.

3.3. Tracking target individuals

In this section, we focused on the tracking of target in-
dividuals by the proposed scheme from video-A. Figure 5
shows the trajectories of eight ants for the first 900 frames
in video-A, where the red and blue lines represent the tra-
jectories of ants by the proposed scheme and those by a re-
searcher, respectively. The trajectories by manual tracking
are obtained from the reference [9], where manual track-
ing is efficiently performed with the help of K-Track-kai.
From this figure, the trajectories by the proposed scheme
are quite similar to the manually tracked ones.

We then present an example of individual tracking by
comparing our proposed method with YOLO11 [12], a state-
of-the-art object tracking algorithm. Figure 6 illustrates an



(a) ants

(b) honeybees

Figure 4: Examples of the detected objects by YOLOv5. Region of
each detected object is displayed by its bounding box attached around
it, the word and number at the upper-left of the bounding box shows
the name of the detected object and confidence for detection of the
object, respectively. In each case of experimental conditions (a) and
(b), each individual is successfully detected.

example of ant tracking, where two ants collide and then
move apart. The region containing these two ants is high-
lighted in Fig. 6(a), where the ants are approaching each
other near the edge of the arena. The tracking results us-
ing YOLO11 are shown in Fig. 6(b) at frames 1855, 1869,
and 1885. As shown in this figure, a different identification
number (ID #109) is assigned to the ant originally labeled
as ID #4 at frame 1885. This indicates that YOLO11 failed
to maintain the original ID after the ant collided with an-
other one (ID #6), resulting in a reassignment of a new
ID. In contrast, our proposed method consistently main-
tains the correct ID assignments for both ants throughout
the collision, as demonstrated in Fig. 6(c).

To quantitatively evaluate the tracking performance,
we measured the Euclidean distance between the center
point of the bounding box for the target detected by the
proposed scheme and the point of the detected by manually
tracking for each of the image frames. Figure 7 shows the
errors averaged over the number of frames (measured in

Figure 5: An example of tracking ants by the proposed scheme and
by manual tracking as baseline. Green points indicate the tracked
individuals, and red and blue lines represent trajectories of ants by
the proposed scheme and manual tracking, respectively. Comparing
the tracked trajectories with respect to the trajectories by the manual
tracking, the proposed scheme can obtain almost same trajectories
by the manually tracked ones.

pixels) for the eight target individuals as a boxplot. From
this figure, it can be seen that most of detection can be
made with a maximum error of 8 pixels, which corresponds
to 0.155 cm in the real world (0.019 cm per pixel). Ade-
quate tracking could be performed by the proposed scheme
from this result. There are 26 events for failure of bind-
ing of targets on tracking by the proposed scheme, due to
undetected targets from the image frames.

4. DISCUSSION

The proposed tracking scheme relies on detection ob-
jects in the image frames, so it is applicable to various ex-
perimental configurations where the backgrounds against
the objects in the images have complex texture or low il-
lumination. On the other hand, false detections or unde-
tected objects could have adverse effects on the tracking.

The proposed scheme in the current version has no pro-
cedures for binding objects without their connections, e.g.
O4(t − 1) and O5(t + 1) in Fig. 2(b). Thus, misidentifica-
tion of trajectories can occur if these unbounded objects
are present by a target animal being getting on the top of
another animal. This can at least be detected by checking
the number of detected objects per frame; usually the num-
ber of animals is not changed in laboratory experiments.
The occurrence of undetected objects is mainly due to the
untrained image patterns for the targets, so it is useful



(a) Snapshot at frame 1885

frame 1855 frame 1869 frame 1885
(b) Tracking by YOLOv11 object tracker

frame 1855 frame 1869 frame 1885
(c) Tracking by the proposed scheme

Figure 6: Examples of tracking results by YOLO11 [12] object tracker
and by the proposed scheme, under a situation in collision of two
ants. (a) Two ants make collision at the region shown by the black
rectangle, (b) tracking by YOLO11 fails after the collision, i.e., new
identification number 109 is assigned to the ant with identification
number 4 at frame 1855, and (c) tracking by the proposed scheme is
successful under the same situation.

to make additional training of the detector by these im-
ages. It is effective to include the mechanisms for dealing
with short-range trajectories before/after a connection of
objects is lost, as implemented in K-Track-kai.

The proposed scheme achieves accurate target trajec-
tories compared to those obtained by manual tracking,
but some estimation differences between them still remain.
This is caused by the ways of calculating the center point
of the detected object. In our proposed scheme, the cen-
ter point of the object is calculated as the center point of
the bounding box attached to the object. Manual track-
ing and K-Track variants calculate the center point of the
detected object as the center of gravity in the detected ob-
ject. This could be a reason for the difference (or error)
in the location of a detected object. Also, the locations of
misdetected objects can make a big difference by the pro-
posed scheme. When several targets come together, the
locations of detected objects tend to be in the center of
these targets. This can be improved by considering short
trajectories before making a cluster of targets.

Figure 7: Estimation errors between the proposed scheme and manual
tracking for eight individuals. These are calculated from the video-A
with 5400 image frames.

5. CONCLUSION

In this paper, we have proposed a method for tracking
multiple animals and demonstrated its performance using
actual videos. Our proposed method consists of a deep
neural network called YOLOv5 as an object detector from
the image frames and a scheme of binding objects detected
over image frames by K-Track-kai. Experimental results
showed that (1) only a limited number of training samples
was sufficient for detecting target animals, and (2) bind-
ing of objects by using forward and backward search in
the video sequence was effective for tracking objects across
frames. Regarding point (1), the proposed method can be
used on low-resource computers, such as laptops without
a GPU (Graphics Processing Unit). In such environments,
training samples for YOLOv5 can still be prepared and
processed on these computers.

The proposed method is expected to be used for videos
obtained under different conditions in ethological experi-
ments, due to its easy configuration and robustness. But
it is necessary to improve the object binding the mech-
anisms to achieve more robust tracking by incorporating
the mechanisms used in K-Track-kai. It is also possible to
incorporate the techniques used in DeepSort [13], a deep-
learning based system for tracking objects. These remain
for our future work.
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