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Abstract

Named Entity Recognition (NER) in Bangla-English code-switched text
is quite challenging due to tokenization irregularities, linguistic variances,
and the absence of annotated datasets. Current NER algorithms focus
mainly on monolingual or organized multilingual texts, with little atten- ovsp.
tion paid to code-switched data. The efficacy of conventional methods is o
further constrained by the difficulties in managing grammatical errors,

unclear entity boundaries, and tokenization issues. This paper suggests

an ensemble-based NER method that combines the CRF, BILSTM-CRF,

and XLM-R models to solve this problem. Entity labels are predicted

independently by each model, and a fourth component—an ensemble ISSN: 2186-1390 (Online)
model that combines the three — is also present. A majority vote process hitp://cennser.org/IJCVSP
among these four sources determines the final projections. By com- ' ’
bining sequence-labeling techniques with transformer-based contextual
embeddings, this hybrid approach enhances generalization and lowers
recognition mistakes. Our work shows empirical improvements through
extensive experimentation and architectural integration and, in contrast
to usual surveys, presents a comprehensive, functional pipeline. The re-
sults of experiments show that the suggested method greatly enhances
entity detection in intricate, code-switched texts by achieving more ac-
curacy and robustness when compared to individual models. The study
has significant applications in social media analysis, customer support
automation, and multilingual information extraction, all of which de-
pend on the ability to handle mixed-language text. This study confirms
performance using both comparison benchmarks and real-case sentence
structures from the newly released dataset, in contrast to previous work
that assessed code-switched NER separately. We intend to investigate
self-learning strategies for domain adaptability, add more varied linguis-
tic patterns, and enlarge the dataset in subsequent research. Further-
more, the performance of NER in code-mixed, low-resource environments
may be further improved by using meta-learning techniques and adap-
tive fine-tuning.

Contribution of the Paper: A newly created Bangla-English code-switched
NER dataset is presented in this research along with a novel ensemble-
based approach that combines CRF, BiLSTM-CRF, XLM-R, and an
ensemble of these models under a single majority voting framework.
Accuracy and stability are improved across linguistically inconsistent
code-switched texts by combining syntactic, sequential, and contextual
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1. INTRODUCTION

Traditional NER models usually fall short in areas where
informal communication (such as social media postings,
customer support chats, and conversational AI) regularly
combines Bangla and English, mostly because tokeniza-
tion is irregular and there aren’t strict syntactic rules when
switching languages.

In this study, a voting-based ensemble of CRF, BILSTM-
CRF, and XLM-R is used for the first time to perform
Named Entity Recognition (NER) on data that has been
code-switched between Bangla and English. The goal of
this ensemble strategy is to increase robustness in noisy
informal texts by utilizing both deep contextual embed-
dings and conventional sequence labeling.

Other motivation behind these:

Increasing Code-Switched Usage: Because Bangla and
English are frequently mixed in informal conversations and
social media sites, NER is crucial for comprehending the
context and purpose of the user.

Real-World Applications: For multilingual users, en-
hanced NER can enhance search engines, chatbots, and
sentiment analysis.

Existing Gaps in Research: Prior research on NER
concentrated on English and Bangla as individual languages,
making significant progress in monolingual settings.

Furthermore, traditional natural language processing
(NLP) models encounter considerable difficulties in com-
prehending and evaluating such mixed-language data due
to the growing frequency of Bangla-English code-switched
messages in social media, online communication, and other
digital platforms.

Nevertheless, there are still no reliable solutions, espe-
cially to deal with the noisy and erratic structure of texts
that have been code-switched between Bangla and English.
This creates new difficulties in preserving context and set-
tling unclear entity boundaries.

By creating a hybrid framework that combines sev-
eral models to better handle irregularities, enhance con-
text preservation, and lessen error propagation, this paper
closes that gap. The approach increases accuracy while
lowering dependence on the shortcomings of any one model
by using majority voting among models. By combining the
advantages of separate models by majority vote, the en-
semble seeks to enhance generalization on mixed-language
inputs and lessen error propagation from token misalign-
ment.

2. RELATED WORKS

A crucial field of study in Natural Language Processing
(NLP), Named Entity Recognition (NER) has undergone
substantial development throughout time. Figure 1 illus-
trates the steadily rising number of published publications
on NER and code-switched text processing, underscoring
the field’s increasing significance.
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Figure 1: Bar Diagram Representing Number of Published Papers
on Named Entity Recognition from 2011 to 2025 Based on the Data
acquired through IEEE Xplore Number of published paper, Years
(2011 to 2025)

Named Entity Recognition (NER) has evolved from sta-
tistical and rule-based models like CRF and HMM to so-
phisticated deep learning techniques like transformers and
BiLSTM-CRF. Even with increased precision and gener-
alization, the majority of current research still concen-
trates on monolingual data, paying little attention to texts
that are multilingual or code-switched. In comparison to
other language pairs like Hindi-English or Tamil-English,
Bangla-English code-switching is still not well studied. This
section examines pertinent research, emphasizing methods,
findings from experiments, and major issues in code-mixed
NER.

2.1. Traditional Machine Learning and CRF-Based
Approaches:

Conventional Machine Learning and Methods Based on
CRF Rule-based and machine learning methods, like Con-
ditional Random Fields (CRF) and Hidden Markov Mod-
els (HMM), were among the first methods for NER. CRF
and LSTM models were used by Singh and Vijay [1] to
identify things in social media text that were code-mixed
in Hindi and English. Their model’s remarkable F1-score
of 0.95 shows how well deep learning and statistical se-
quence models work together. The study did not exam-
ine Bangla-English data, which has particular syntactic
and morphological difficulties, and was restricted to Hindi-
English code-switching.

2.2. Methods Based on Neural Networks:

By lowering the dependency on manually created fea-
tures and rule-based techniques, deep learning has greatly
improved NER. Long-range relationships within sequences
might now be captured by models thanks to the develop-
ment of recurrent neural networks (RNNs) and long short-
term memory (LSTM) networks.

By combining BERT, BiLSTM, and CRF, Dai et al. [2]
suggested an NER system for Chinese Electronic Health
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Records (EHRs). Their findings demonstrated a signifi-
cant improvement in medical entity recognition thanks to
BERT’s pre-trained contextual representations. However,
the model was not suitable for multilingual contexts such
as Bangla-English since it was restricted to Chinese text
and did not handle code-mixed data.

2.3. Transformer-Based NER Methods:

By enabling self-attention techniques that capture con-
textual linkages across lengthy sequences, transformers trans-
formed natural language processing. By utilizing deep con-
textual embeddings, Devlin et al.’s BERT (Bidirectional
Encoder Representations from Transformers) [3] greatly
enhanced NER performance. However, because traditional
BERT models are mainly trained on monolingual datasets,
they have trouble with code-mixed text. Support vector
machines (SVM) [4], conditional random fields (CRF) [5],
structured support vector machines (SSVM) [6], recurrent
neural networks (RNN) [7], and convolutional neural net-
works (CNN) and their variation models [8] are the most
effective methods for identifying named items. The pro-
posed study developed a method for performing CNER
based on BiLSTM and CRF.

The research also goes into domain-specific NER mod-
els, which are designed to address the unique difficulties of
certain domains. Models like [9], which was painstakingly
created for legal and financial documents, and BioBERT[10],
which was optimized for the complex field of medical NER,
are prime examples of how NER approaches may be tai-
lored to meet the needs of different contexts. This study
explores reinforcement learning[11], going beyond conven-
tional methods and revealing the potential of Gaussian
prior[12] and distantly supervised NER techniques[13].

Large-scale models like GPT-3 [14] and PaLM [15] show
good few-shot performance with little task-specific data,
whereas recent developments like E-NER [16] add uncertainty-
aware loss techniques to increase trustworthiness in NER
tasks. These advancements reinforce our hybrid archi-
tectural approach by demonstrating the increasing appli-
cability of large language models (LLMs) in multilingual
and low-resource contexts such as code-switching between
Bangla and English. The study also examines methods for
optical character recognition (OCR) [17].

3. PROPOSED METHOD

3.1. Premises and Justification

The linguistic intricacy of code-switching creates spe-
cial hurdles for Named Entity Recognition (NER) in Bangla-
English code-switched literature. Sentences that contain
terms from several languages in one utterance are referred
to as code-switched texts.

3.2. Model of the System

Every input sentence is initially tokenized into distinct
tokens in our suggested system. Following that, these to-
kens are concurrently run through four distinct models:
XLM-R, BiLSTM-CRF, CRF, and our recently created
ensemble model, which integrates the predictions of the
previous three models.

By using a voting process, the ensemble model is in-
tended to capitalize on the advantages of each unique model.
However, because of its overwhelming presence in the dataset,
we found that the ensemble model frequently forecasts
the label ”O”—which stands for non-entity—incorrectly.
When real named entities are mistakenly classified as non-
entities, this can result in a significant number of false
negatives. To address this issue, we designed a fallback
mechanism:

e A label other than ”"O” is chosen as the final output
if that is what the ensemble model predicts.

e We next verify the predictions of the three base mod-
els (XLM-R, BiLSTM-CRF, and CRF) whether the
ensemble predicts 7O”:

— We declare a non-"0O” label to be the majority
and choose it as the final label if at least two
models concur on it.

We use a predetermined priority criterion de-
pending on each model’s performance if the three
models predict different labels: BiLSTM-CRE >
CRF > XLM-R . The final output is the label
with the highest importance out of the three.

With this method, we can lessen the issue of class im-
balance and make sure that entity tokens aren’t mistakenly
suppressed by an ensemble ”O” label prediction.

3.3. Preparing the Dataset

Bangla-English code-switched text with entity label an-
notations makes up the dataset used in this study. Per-
son (PER), Location (LOC), Organization (ORG), Facility
(FAC), Date (DATE), Time (TIME), Money (MONEY),
Percentage (PERCENT), Quantity (QUANTITY), Prod-
uct (PRODUCT), Miscellaneous (MISC), and O (non-entity
tokens) are the twelve classes into which the entities are di-
vided.

Steps in Data Processing:

1. Text Tokenization: Each sentence is divided into to-

kens while maintaining structural consistency.

N

Entity Annotation: The appropriate entity class is
explicitly assigned to each token.

Data Splitting: Three subsets of the dataset are cre-
ated:

e For training: Individual models are trained us-
ing the training set (80%).
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e For validation: Model hyperparameters are op-
timized using the validation set (10%).

e For test: Evaluation Set (10%): For the last
assessment.

4. Managing Code-Switching: To maintain consistency,
specific preprocessing methods like transliteration and
language identification are used because some tokens
may be in Bangla and others in English.

3.4. Majority Voting Mechanism for Ensemble Learning

On the training data, each model (XLM-R, BiLSTM-
CRF, and CRF) is trained separately. For every token in
a phrase:

1. A label for an entity is predicted by all three models.

2. A majority vote decides the ultimate label.

3. A priority order is used in the event of a tie (i.e.,
each model makes a different prediction) according

to their contextual learning capacities:
Ensemble model > BiLSTM-CRF > CRF > XLM-R.

Figure 2 provides a visual representation of this pro-
cedure, showing the entire ensemble architecture from en-
semble prediction to model training.

3.5. Illustrative Diagrams

The following diagrams are presented to provide a clearer
illustration of the suggested methodology:

e Data flow from preprocessing to ensemble prediction
is shown in the system workflow diagram.

e XLM-R, BiLSTM-CRF, and CRF architectures are
represented visually in model architecture diagrams.

¢ Voting Mechanism Flowchart: Outlining the process
of combining entity predictions from many models.

3.6. Probability Estimation for Conditional Random Fields
(CRF)
Given an input sequence, the likelihood of a label se-
quence is as follows:
The probability of a label sequence given an input se-
quence is defined as

exp (Zt Wyt,ﬂﬁt + T'yt,—lvyf,)
Zy/ exp <Zt Wyévmt + Tyé—l’yé)

where:
¢ W denotes learned model parameters (token features),

e T represents the transition matrix enforcing label
consistency,

e y; is the label at position ¢, and

e The denominator sums over all possible label sequences
!/

y'.
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3.7. Representation of BiLSTM Hidden States

At any given time, the hidden state is provided here:
The hidden state at time ¢ is given by:

h; = tanh(Wynx¢ + bip + Wyphy 1 +bpy)

where, W;;, and Wy, are input and hidden weights, and
b;sn, by are biases.

When biases are present, along with input and hidden
weights.

3.4.3 Rule of Majority Voting A token’s final entity la-
bel is calculated as follows: The final entity label E; for a
token is computed as

E; = mode([ExiM-R, EiLsT™-crF, Ecrr])

3.8. Algorithm Formulation

Algorithm 1 Ensemble-based Entity Label Prediction
with Fallback Logic

Require: Tokenized sentence S = {wy,wa, ..., w,}
Ensure: Entity labels L = {ly,ls,...,0l,}
1: for each token w; € S do
2:  Obtain predictions:
3: Ensemble model — Eg,
4: XLM-R — Exrmr
5: BiLSTM-CRF — Epirstm
6: CRF — Ecgrr
7. if Egns # "0" then
8: l; + Egns {Use ensemble if not 70"}
9: else
10: Votes <~ {Exrmr, Egirstav, Ecrr}
11: Count occurrences of each label in Votes
12: if a majority label exists (appears > 2 times)
then
13: l; < MajorityLabel
14: else
15: if Eirstm 7& "0" then
16: l; < EpirsTm
17: else if Ecpp # "0" then
18: li < Ecgrr
19: else
20: li = Exrmr
21: end if
22: end if
23:  end if
24: end for

25: return L = {ly,[,...

7ln}

3.9. Evaluation Metrics:
Equation of evaluation matrix given here:
Performance is assessed using precision, recall, F1-score,
and the confusion matrix.
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Apply model « Predict the Final
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« Input text 1
+ Dataset B ——— Iake « Entity: Token

XLM-R, BILSTM- PER, LOC,

CRF & CRF And 3 of PRODUCT, ORG,

them individualy - QUANTITY etc
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ediction
\ /l \J

Figure 2: Concept of my methodology.

Precision = L
TP +FP
TP
l= ———
Reca TP + FN
Fl-Score — 2 x Precision x Recall

Precision + Recall

The confusion matrix provides insights into entity clas-
sification accuracy.

Dataset: A manually labeled dataset that has been
code-switched between Bangla and English is used. 80%-
10%-10% is the split between training, validation, and test-
ing. Hardware: TensorFlow/PyTorch framework, T4 GPU.

The pipeline and a section of the annotated dataset are
further depicted in Figure 3. The end-to-end flow from pre-
processing to ensemble prediction is demonstrated, along
with actual instances of mixed Bangla-English tokens.

A thorough schematic of our process is shown in Fig-
ure 4, which shows how each model is trained separately,
makes predictions at the token level, and contributes to
the final ensemble output. Figure 7 provides comparative
visualizations: classification metrics, dataset distribution,
and accuracy across models.

Here, included my technique figure that details each stage.

The flow of data in the NER system:

Input: Text with a code switch between Bangla and En-
glish.

Preprocessing includes noise reduction, normalization,
and tokenization.

Model Training: Separate training is done for XLM-R,
BiLSTM-CRF, and CRF.

Ensemble Decision: The final entity classification is cho-
sen by majority vote.

Output: Sentences with entity labels annotated. A por-
tion of my created dataset is shown in figure 7. Here, both
Bangla and English mixed words are present.

To confirm the efficacy of the suggested Named Entity
Recognition (NER) system for texts with code switches
between Bangla and English, the experimental evaluation
is essential. The performance of the model is thoroughly
examined in this chapter, which also covers experimental

2224 416 last 0]

2225 46 week DATE
2226 7 we 0

2227 417 will 4]

2228 417 go 4]

2229 417 to 0

2230 417 Canada LOC
2231 41T next 4]

2232 417 month DATE
2233 418 the 0

2234 413 project 0

2235 418 was 4]

2236 418 completed O

2237 418 on 0

2238 418 sx2fGr9g  DATE
2239 419 the 0]

2240 419 gift PRODUCT
241 419 cost 0]

2242 419 zgook MONEY

Figure 3: A portion of my created dataset.

conditions, dataset properties, parameter selection, accu-
racy measurements, and comparison analysis.

Accuracy, precision, recall, and F1-score are among the
quantitative performance indicators that are thoroughly
examined to evaluate each model’s advantages and disad-
vantages. Misclassifications, model behavior under various
entity categories, and enhancements made possible by the
ensemble approach are also covered in this chapter. The
contributions of this work are highlighted by comparing
the results with previous research, which further validates
them.

Furthermore, several visualizations are used to show

Input sentence

‘Tokenization

Parallel prediction by 4 model individually

BiLSTM_CRF CRF Proposed Ensemble Model

Check ensemble model prediction label

Ensamble’s
predicted
Jabel= 0"

Predict label by
‘majority voting

Majority All 3 labels
exists

Use fixed priority:
BIiLSTM-CRF > CRF > XLM-R

FINAL LABEL =
Ensamble’s Predicted label

FINAL LABEL =
Highest-priority label

FINAL LABEL =
Majority Vote Label

Figure 4: Proposed methodology
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Test Classification Report

Entity Types

PER 4 0.88 0.84 0.86
- 0.70
PRODUCT -~ 0.87 073 0.79
QUANTITY - 0.88 0.85 0.87 - 0.65
TIME - 070 078
4 U 4 = 0.60
Precision Recall Fl-Score

Figure 5: Classification Report

Nataset Distribution Table:
Jataset split Lietails

Count

Dataset Percentage
0  Training Set
1 Validation Set
2 Test Set

Figure 6: Dataset distribution

the performance patterns, such as classification reports,
confusion matrices, and accuracy comparison graphs.
Figure 5: Classification Report for Different Models
Figure 6: Dataset distribution table here:
Based on the findings, we note the following;:

e Because of its high precision score, XLM-R produces
fewer false positive predictions. This implies that
entity and non-entity words are successfully distin-
guished by the transformer-based approach.

e While BiLSTM-CREF is better at collecting more real
entities than XLM-R, it occasionally misclassifies non-
entities as entities due to its higher recall.

e CRF alone performs worse in terms of precision and
recall, indicating that it has trouble correctly classi-
fying items in the code-switched dataset.

e The ensemble model achieves the optimal balance be-
tween precision and recall, outperforming all individ-
ual models and resulting in the highest F1 score.

The accuracy comparison table is presented in Figure
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89.00%
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BILSTM-CRF

Model|
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Figure 7: Accuracy comparison table

The accuracy attained by each model and the suggested
ensemble technique are shown in Figure 7. Despite be-
ing effective in multilingual settings, the XLM-R model
had the lowest accuracy (79%) in code-switched Bangla-
English text, most likely as a result of domain-specific
variances and poor contextual adaptation. With 85% ac-
curacy, traditional CRF did mediocrely well; it benefited
from handcrafted characteristics but lacked in-depth con-
textual knowledge.

With an accuracy of 88%, the BiLSTM-CRF model
beat both XLM-R and CRF by skillfully utilizing con-
textual patterns and sequential dependencies. Neverthe-
less, the ensemble model, which employs a majority voting
method to integrate the advantages of XLM-R, BiLSTM-
CRF, and CRF, obtained the greatest accuracy of 89%,
suggesting enhanced generalization and resilience. This

demonstrates that combining several model predictions lessens

the biases of each model and better manages the complex-
ity of code-switching.

4. CONCLUSIONS

In this paper, we used the XLM-R, BiLSTM-CRF, and
Conditional Random Fields (CRF) models in conjunction
with a majority voting ensemble strategy to tackle the
problem of Named Entity Recognition (NER) in Bangla-
English Code-Switched Texts. The main objective was to
improve the accuracy of entity recognition in code-mixed
data, where contextual ambiguities and language alterna-
tion cause typical monolingual NER models to perform
poorly.

Among our key contributions are

e A new voting-based ensemble model specifically de-
signed for code-switched NER between Bangla and
English is proposed.
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e A majority vote method is used to resolve prediction
inaccuracies at the token level.

e obtaining better performance than separate models.

e offering a benchmark dataset that has been manually
annotated to aid in upcoming code-switched NER
research.

Directions for the future work are:

e Domain adaptation is the process of applying the
model to data that is peculiar to a given domain,
like financial, medical, or legal materials.

e Expanding to additional language pairs, such as Hindi-
English and Chinese-English, is known as multilin-
gual scalability.

e Transformer Improvements: Including adapters for
language-specific transformers, such as mBERT or
BanglaBERT.

e Low-Resource Strategies: Investigating prompt-based
or semi-supervised learning techniques to enhance
performance in low-resource environments.

e Dataset Expansion: To enhance model generaliza-

tion, a bigger, more varied Bangla-English code-switched

dataset should be curated.

This study shows that NER performance in code-switched

scenarios is greatly enhanced by merging transformer-based
models with sequential tagging models via majority vot-
ing. It establishes the groundwork for multilingual, scal-
able NER solutions in linguistically varied environments.
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