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Abstract

Existing text strings play an important role in understanding a scene image. Scene images differ from document images, which are composed of text characters of various size, shape, direction, and situation along with complicated backgrounds, such as map, picture or painting, etc. Hence, the extraction of texts on scene images is a difficult as well as challenging task. Mathematical morphology based algorithm finds applications to extract texts from scene images. In this paper a modified morphological filter along with an automatic clustering technique is described. Experimental result confirms the superiority of this approach compared to existing morphological method.
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I. INTRODUCTION

In real life situations, text data embedded in images contain useful information for automatic annotation, indexing and structuring of images, document analysis, vehicle license plate extraction, technical paper analysis, and object oriented data compression. Furthermore, text printed on the cover of magazine, signs, indicators, billboards etc. always mixes with photos and designs [1]. This kind of texts in scene images may contain much information and thus need to separate text strings from scene image.

It is observed that graphic backgrounds are commonly found in most business card images. In order to recognize the text information from the card, the text and background contents must be separated [2]. It is useful for visually impaired persons and foreign travellers to recognize signs and indicators. In addition, recognition of magazine cover can help in inserting information into the database quickly for library to improve the efficiency of classification [1]. OCR software enables us to successfully extract the text from an image and convert it into an editable text document. Extraction of texts is important in form processing, map interpretation, bank cheque processing, postal address sorting and engineering drawing interpretation.

Hence, our main objective is to extract text from scene image. In this paper, we discuss an effective approach for detecting and extracting text from scene image based on morphological features.

A variety of approaches have been proposed for extracting text from images. Nirmala Shivananda and Nagabhushan [1] proposed a hybrid method for separating text from color document images. But this method can’t extract text from complex graphics. Partha Pratim Roy, Josep Lladós and Umapada Pal [3] proposed a method for separating text from color map based on connected component analysis and grouping of characters in a string. This approach can detect the characters connected to graphics and can separate them. But some of the characters can’t be separated through connected component analysis. The algorithm of Fletcher and Kasturi [4] works well for text string separation from mixed text/graphics image, but it makes an impractical assumption that character components in a string are aligned straight and does not touch...
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or overlap with graphics. Coleman and Andrews [5] developed a method, which operates in an unsupervised mode with connected component analysis. But some text regions are vanished using connected component analysis.

Recently Lixu Gu [6] proposed a mathematical morphology based approach for separation texts from scene. However, it has some limitations. Hence, we focus on the limitations of Gu’s approach and then propose a modified morphological filter. As text strings are of different shapes and sizes, we use an automatic clustering technique to cope with this issue. The remainder of this paper is organized as follows: Section 2 provides a description of the principle of the proposed technique. Description of Gu’s method is discussed in section 3. Section 4 provides the limitations of Gu’s algorithm. Clustering of input images are described in section 5. In section 6, Our modified morphological filters are described and a noise removal approach is used in section 7. In section 8 experimental results with scene images are discussed. Finally the conclusion are drawn in section 9.

II. PRINCIPLE OF TEXT EXTRACTION

Comparing to the documentary texts, extraction of the texts in scene images is much more challenging. A lot of researchers succeeded in extracting single text string from images, but cannot deal with images including many text strings [7] due to several problems listed below [8]:

- Different types of objects such as structural bars, company logos and smears may be mixed with characters.
- Difference between background and text color.
- The font, style, and size of the characters may vary.
- Uneven lighting conditions in scene images.

Here we describe briefly Gu’s algorithm [6] that uses mathematical morphology to extract text effectively. Mathematical morphology provides us the theory and tools to capture geodesic information. Hence structure segmentation and shape representation have been performed by morphological approaches. Top-hats transformation (TT) is an excellent tool for extracting bright or dark objects from uneven background. But due to complicated segmentation problems, the TT alone cannot provide satisfactory solutions, when a series of structure elements with various sizes have been employed. In our study, the gray scale particle segmentation for some complex cases is realized successfully in an iterative manner. Here we try to implement a method which was derived based on TT idea[9]. A typical block diagram of the text extraction method using mathematical morphology is given in Fig. 1.

III. GU’S TEXT EXTRACTION TECHNIQUE

The whole text extraction process is divided into two distinct parts [6]:

i. Primary process
ii. Text extraction process.

A. Primary Process

The decomposition procedure is implemented by following morphological algorithm, which is applied to produce binary images.

\[ X_i = \left[ X_0 - X_0 \circ r_i B_{Disk} \right] - \left( X_0 - X_0 \circ r_i B_{Disk} \right) \bigcap X_{i-1} \]  (1)
\[ X'_i = \bigcup_{0 \leq j < i} X_j, X'_1 = \emptyset \]
\[ X_i = \left[ X_0 \bullet r_i B_{Disk} - X_0 \right] - \left( X_0 \bullet r_i B_{Disk} - X_0 \right) \bigcap X_{i-1} \]  (2)
\[ X'_i = \bigcup_{0 \leq j < i} X'_j, X'_1 = \emptyset \]

Where, \( X_0 \) is the original gray scale image, \( X'_i \) is the decomposed binary image, and B denotes threshold operation in a defined value. Equation (1) is used to decompose the images where characters are brighter than the background; if the characters are darker than background, (2) will be applied. The procedure of this processing is start with \( r_i B_{Disk} \), a series of sub-images \( X'_i \) are produced in a recursive manner. The processing will be stopped when the image \( X_0 \circ r_i B_{Disk} \) or \( X_0 \bullet r_i B_{Disk} \) have no characters remained.

B. Text Extraction Process

This is the most important part of Gu’s method. Extraction processing is divided into 3 distinct steps:

1. Feature emphasis
2. Character extraction
3. Noise reduction / refinement

1) Feature Emphasis: In this stage, the decomposed sub images are processed by a morphological filter to reduce noises and emphasize character region.

\[ E_i = \begin{cases} (X'_i \circ r_{i-1} B_{Disk}) @ (r_{i-1} B_{Disk}) & i \leq 10 \\ (X'_i - X'_0) \times X_0 & i > 10 \end{cases} \]  (3)
2) Character Extraction: Since character regions are the main component in $E_i$, those hold the peak values in the histogram. The peak values which are bigger than the average of all peak values are searched and is the selected peak is used as threshold for $E_i$ to extract characters from it. The extracted characters are in $H_i$. 

3) Noise Reduction/Refinement: The extracted characters are broken in $H_i$ and there remain diverse noises. A morphological filter derived from conditional dilation is implemented to refine the extracted characters.

$$ R_{ik} = X \setminus \bigcup R_{ik} $$

(5)

if $R_{ik} = R_{(k-1)}$ then stop.

Finally, sub-images $R_{ik}$ are united to obtain the entire resultant image $X_r$ denoted by

$$ X_r = X_{r-1} \bigcup R_{ik} $$

(6)

IV. LIMITATION OF GU’S APPROACH

In (3) and (4), Gu proposed a morphological filter based on morphological opening. But we know that morphological opening removes the small regions, which are smaller than the structuring elements. Thus if we use opening for all sub-images some of the expected regions will be vanished with the increasing disk size. As a result we don’t get all characters.

Again in (6), all sub-images $R_{ik}$ are united to obtain the entire resultant image $X_r$. But the resultant image contains same region more than once as a result of union and much noise remains.

V. CLUSTERING OF INPUT IMAGES

A single threshold value is not sufficient for primary and text extraction process. So, we divide test images into three clusters depending on text style, shape, and size.

- Cluster 1: Consists of images with small texts such as color map.
- Cluster 2: Consists of images with medium texts such as business card.
- Cluster 3: Consists of images with large texts such as color cover image.

In our experiment, after converting the input images into gray images we used clustering approach. For this, we calculate total number of connected component using 8-point connectivity. Because image with large text has less number of text region than image with small text. Thus, Images of cluster 1 contain large number of component than cluster 2. Again, Cluster 3 contains less component than cluster 2. Table I shows the threshold scores, which are used in our experiment. These threshold scores are taken based on experimentation.

In the diagram, the process is divided into two main stages: the Primary Process and the Text Extraction Process. The Primary Process includes steps like Color to gray scale image, Clustering of input image, and Decomposition into sub-images. The Text Extraction Process further divides the sub-images into Emphasis on text features and noise reduction, Extraction of characters from sub-images, Noise reduction from character regions, and Composed sub-images. Finally, Noise removal using connected component is applied to output the image.

Fig. 1. Block diagram of text extraction method.
VI. MODIFIED MORPHOLOGICAL FILTER

Instead of (3) and (4), we proposed a new morphological filter in (7), based on morphological closing for the sub-images where \(i \geq 2\). This filter will be filled small holes which are smaller than the structuring elements.

\[
E_i = \left( \left( ((X_i \circ r_{11}B_{Disk}) \circ r_{12}B_{Disk}) \circ r_{22}B_{Disk} \right)_{i=1}^{L} \right)_{2 \leq i} \quad (7)
\]

We also modified (6) as follows

\[
X_j = X_{j-1} \bigcap R_k \quad (8)
\]

In our experiment, an image is divided into a series of sub-images according to the size of characters. Thus different sub-images contain different graphical parts as noise but all have common text regions. If we intersect these sub-images we gain an output image which contains only text regions with some noise.

VII. NOISE REMOVAL

To reduce noise we use a filter based on label matrix obtained using 8 connectivity. Hence the area which are smaller than the threshold value will be removed from the output image.

The threshold value will be different for different cluster. As cluster 1 contains small region it's threshold value will be smaller than cluster 2. The threshold value for cluster 3 will be larger than cluster 2. In our experiment, we use threshold value 1 for cluster 1 and 2 for cluster 2 and 5 for cluster 3. Thus noise which are smaller than text region will be removed.

VIII. EXPERIMENTAL RESULTS

To evaluate the performance of our method for extracting texts from scene images, we used total 60 images where each cluster consists of 20 images. All the images were taken from web. Gray scale and color cover images of books/journals/magazines, business card, color map, billboard are used in our experiment to demonstrate the efficiency of our method. We focused on this type of image because they have variations in font size, style and background color.

In our experiment, primary processing is conducted using (1) and (2), the stopping condition is preferred to \(j \leq 1\).

| TABLE I. The Values which are used in our experiment for Clustering the input images |
|---------------------------------|-----------------|-----------------|-----------------|
| Number of component             | Cluster 1       | Cluster 2       | Cluster 3       |
| Larger than 120                 | 71-119          | Smaller than 70 |

(a) Original image with 495 x 310 pixels.  
(b) Image after primary processing.  
(c) Image after extraction process.  
(d) Image after noise removal.  

Fig. 2. Image of different steps for text extraction.
Fig. 2 contains images of different steps for extracting text.

Fig. 3 shows some sample images from three different clusters. The corresponding resultant images after digital negative are given in Fig. 4 and Fig. 5, respectively, using our proposed and Gu’s method.

Above figures show that using our method the resultant images contain less noise than Gu’s method. For quantification of accuracy, recall rate of characters are calculated to evaluate performance. Recall rate of characters (RRC) is defined as follow:

\[ RRC = \frac{\text{No. of extracted characters}}{\text{No. of characters in image}} \times 100. \]

Table II shows the result of extraction performance using our method and Gu’s method, which confirms the superiority of our technique.
IX. CONCLUSION

A modified method based on morphological approach for extraction of texts from scene images is discussed. For improving accuracy we proposed a modified morphological filter and also proposed a clustering method based on different text sizes. Moreover, our method reduces noise in the resultant image. Experimental result confirms the superiority of our approach compared to existing morphological approach. We hope that our method is useful for extracting texts from scene images. Our future concentration will be on the recognition of text characters using vertical and horizontal projections and converting text images into editable form.
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<table>
<thead>
<tr>
<th>TABLE II. Extraction Performance for Characters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Our Method</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td><strong>Total Characters</strong></td>
</tr>
<tr>
<td><strong>Extracted Characters</strong></td>
</tr>
<tr>
<td><strong>RRC (Accuracy)</strong></td>
</tr>
</tbody>
</table>

| **Cluster 3** | **Cluster 2** | **Cluster 1** |
|-----------------|-----------------|
| **Total** | 23 | 63 | 334 |
| **Total** | 23 | 63 | 310 |