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Abstract
Each year, credit card fraud has caused significant losses for financial in-
stitutions and individuals worldwide. Financial institutions must detect
credit card fraud to prevent customers from being charged for products
they did not order. Class imbalance has been a standing challenge for
credit card transactions, as the number of fraudulent transactions is sig-
nificantly lower than that of non-fraudulent transactions. In this paper,
we comprehensively evaluate five oversampling techniques, namely Syn-
thetic Minority Oversampling Technique (SMOTE), Adaptive Synthetic
Sampling (ADASYN), Borderline SMOTE, Random Oversampling, and
SMOTE Support Vector Machine (SMOTE SVM), in combination with
seven machine learning techniques (namely XGBoost, Random Forest,
K-Nearest Neighbor, Naive Bayes, Support Vector Machine, LightGBM,
and Convolution Neural Network). Our results show oversampling gen-
erally improves fraud detection performance and SMOTE SVM is the
better oversampling method than other methods under test. Notably,
it achieved an accuracy of 76.47% when used with KNN on the smaller
dataset and 99.93% with CNN on the larger dataset used in our experi-
ments.
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1. Introduction

The rapid growth of financial institutions and the pop-
ularity of web-based e-commerce have contributed signif-
icantly to the growth of financial transactions in recent
years. Fraud has become an increasingly severe issue due
to the rise of online banking, especially the widespread
use of cashless transactions. Credit card fraud may occur
by fraudulently obtaining the credit card or gaining access
to its information. When fraudsters use credit cards ille-
gally, they make transactions without the permission of the
cardholder [1]. Credit card fraud has become a significant
problem worldwide. In the single year of 2020, £783.8 mil-
lion was reported as unauthorized, fraudulent transactions
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in the United Kingdom [2]. In 2021, over 703 fraudulent
transactions have occurred in India [3].

While many strategies exist to resolve the problem and
detect fraudulent transactions, fraudsters continually find
new ways to obtain and exploit credit card information.
Regardless of the cause of fraudulent transactions, a data-
driven approach, represented by machine learning tech-
niques, is desirable to analyze transaction histories au-
tomatically and detect fraudulent transactions effectively
and efficiently. Detecting fraudulent transactions is equiv-
alent to distinguishing legitimate from fraudulent transac-
tions by learning patterns in transaction records and con-
sidering the transactions’ contexts (e.g., during holidays
and vacations) and changes in a customer’s purchase be-
haviors [4].

Although many machine learning methods are available
to the fraud detection problem, such as Random Forest
(RF) [5], k-Nearest Neighbor (KNN) [6], Naive Bayes (NB)
[7], Extreme Gradient Boosting (Xgboost) [8], Light Gra-
dient Boosting Machine (LightGBM) [9], Convolutional
Neural Networks (CNN) [10], and Support Vector Machine
(SVM) [11], the imbalanced distribution of data poses chal-
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lenges to the classification algorithms. In real-world appli-
cations, fraudulent transactions are rare compared to le-
gitimate transactions, making the model biased towards
the majority class, i.e., the training process spends most of
its time on negative examples and does not learn enough
from positive ones. It also risks viewing the minority la-
bel’s transactions as outliers or noises during the training
process [12], leading to degraded performance on the clas-
sification task.

While oversampling techniques are promising in re-balancing
the numbers of samples in positive and negative classes
[13, 14], there is still a lack of a comprehensive evaluation
of the effectiveness of different oversampling techniques
and machine learning methods to solve the fraud detec-
tion problem in various applications and business scenar-
ios [15, 16]. Given this knowledge gap, this paper applies a
fraud detection process to two real-world datasets to eval-
uate the above techniques. In a nutshell, we make the
following contributions:

• We explore the impact of imbalanced class distribu-
tion on two real-world datasets by comparing the per-
formance of machine learning models before and after
using oversampling techniques. The first dataset [17]
has 167 samples with nine features, wherein 61 are
fraudulent, and 106 are non-fraudulent transactions.
The second dataset [18] is larger and more screwed,
containing two days of fraudulent transactions by Eu-
ropean cardholders. It is highly imbalanced, with the
fraudulent transactions taking only 0.172% within.

• We test five oversampling techniques (namely SMOTE,
SMOTE SVM, Random Oversampling, Borderline,
and ADASYN) in combination with a series of clas-
sification techniques (namely RF, KNN, NB, SVM,
Xgboost, LightGBM, and CNN) to validate the effec-
tiveness of oversampling in fraud detection tasks. We
also recommend promising oversampling techniques
and machine-learning methods given specific tasks.

The paper is organized as follows. Section 2 introduces
the related work. Section 3 overviews the oversampling
methods and machine learning techniques under investiga-
tion for fraud detection. Section 4 reports our empirical
studies to evaluate the above methods and discuss the re-
sults. Section 5 gives the concluding remarks.

2. Related Work

Many studies address the imbalanced distribution of
data. Maniraj et al. [19] described different techniques to
detect fraudulent transactions and the process to model
credit card fraud detection. Due to the imbalanced nature
of the dataset, the generated models achieved low precision
values. Makki et al. [20] addressed the imbalanced issue
through different experiments. Several solutions to this
problem have been examined, and their weaknesses have

been identified, mainly due to the number of false alarms.
Using accuracy, sensitivity, and AUPRC as the measure-
ment, they found that LR, C5.0 decision tree algorithm,
SVM, and ANN were the most effective techniques.

Fraud detection in credit card transactions has been the
subject of many research studies. Dal Pozzolo A et al. pre-
dicted results using ensemble models, incremental learning,
and sampling techniques [21]. It was found that combin-
ing a synthetic minority oversampling approach (SMOTE)
with a random forest classifier provided better results. Varmedja
et al. [22] compared the performance of several algorithms,
including RF, LR, Multilayer Perceptron and NB, to de-
tect credit card fraud. SMOTE has also been used to
solve the imbalanced dataset problem. The Random For-
est algorithm provided the best results in accuracy and
precision. Qaddoura et al. [23] Applied various oversam-
pling techniques, such as SMOTE, ADASYN, borderline1
SMOTE and borderline2 SMOTE, and SMOTE-SVM. Dif-
ferent classification algorithms have also been used to de-
tect fraudulent transactions. The study found oversam-
pling techniques improved the model’s performance.

An imbalanced dataset may result in poor performance
in machine learning applications, such as fraud detection.
De et al. [24] investigated methods for optimizing super-
vised learning algorithms in such conditions, focusing on
resampling. This study applied several ways to a spiral
dataset with four classes: Gaussian Naive Bayes, Linear
and Quadratic Discriminant Analysis, K-Nearest Neigh-
bors, Support Vector Machine, Decision Trees, and Multi-
Layer Perceptron. The oversampling technique achieves
the best accuracy in the minority class, with a low number
of false negatives at 99.928%. In the minority class, the re-
sults demonstrate that resampling strategies significantly
improve model performance.

In [25], in sampling the data, they used SMOTE, Borderline-
SMOTE and Adaptive Synthetic Sampling (ADASYN).
Logistic Regression, Gradient Boosting, Random Forest,
and XGboost have also been applied to the current pub-
lic database on credit cards. As a result of the exper-
iment, Gradient Boosting combined with ADASYN and
SMOTE produced high accuracy totals of up to 99%. In
[1], the light Gradient boosting machine algorithm is tuned
by a Bayesian-based hyperparameter optimization tech-
nique, which utilizes an optimized lightGBM (light Gra-
dient boosting machine). A 5-fold cross-validation test
assesses the model’s performance after selecting the most
critical features using the Information Gain approach. As a
result of the optimized light Gradient boosting algorithm,
the accuracy, Area under Curve (AUC), and F1-Score were
98%, 0.9094, and 0.5695, respectively.

In [26], a convolutional neural network (CNN)-based
approach is proposed in this study for detecting fraudu-
lent transactions. Convolutional neural networks belong
to deep learning and are feed-forward neural networks that
combine more than one hidden layer. This paper proposes
a new feature, trading entropy, to identify more complex
fraud patterns and enhance classification accuracy. Using a
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cost-based sampling method, generating a significant num-
ber of frauds can alleviate the imbalance in a dataset with
an imbalanced number of frauds. In this study, CNN has
been used to detect fraud for the first time and has proven
more accurate than other methods.

3. Materials and Methods

3.1. Dataset

In this study, two datasets were used:

• The first dataset used in this study was a small dataset
named E-commerce Fraud, which is publicly avail-
able at [17]. The dataset consists of 167 samples, of
which 61 are fraudulent, and 106 are non-fraudulent
transactions.

• The second dataset [18] is known as the Credit Card
Fraud Detection dataset. It consists of 284,808 records,
31 features, and a class identifying whether a record
is a fraud. From 284,808 records, only 492 fraud
records are found in this extremely imbalanced dataset.

The given datasets are imbalanced. Five oversampling
techniques are employed: SMOTE, SMOTE SVM, Ran-
dom Oversampling (ROS), Borderline, and ADASYN, which
balance the dataset, making an equal number of fraudulent
and non-fraudulent samples.

3.2. Preprocessing

An imbalanced dataset is oversampled in the prepro-
cessing procedure, and different machine-learning techniques
are applied. Following preprocessing, a ratio of 80:20 was
used to divide the dataset into training and testing sets. In
the next step, we applied oversampling to the training set.
Several oversampling techniques exist, but only five are
implemented in this paper: SMOTE, ADASYN, SMOTE
SVM, Random Oversampling, and Borderline SMOTE.

After the oversampling step was implemented, seven
models with or without oversampling were applied. It
includes LightGBM, Xgboost, RF, KNN, NB, SVM, and
CNN. To examine the effects of oversampling, these models
were selected. Finally, different measures were employed to
evaluate the system, including accuracy and F1-score, as
shown in Figure 1.

3.3. Sampling Techniques

An imbalanced dataset can be dealt with using various
techniques [27]. Four major methods are summarized and
categorized: An algorithm-level, data-level, cost-sensitive
learning, and an ensemble-based approach. Firstly, the
algorithm-level technique involves adapting existing learn-
ing algorithms for classifiers to bias the learning in favor of
minorities. Second, the classification distribution is aimed
to be rebalanced by the data level technique by resampling
the data space. Next, a cost-sensitive learning technique

optimizes the total cost errors for the two classes by com-
bining data-level and algorithm-level techniques. Lastly,
ensemble-based approaches combine a data-level and cost-
sensitive algorithm with one of the earlier techniques.

Additionally, there are three types of data-level meth-
ods: undersampling, oversampling, and hybrid. The un-
dersampling technique involves dropping the majority of
instances of a class from the primitive dataset. This re-
sults in the loss of a great deal of highly valuable data
from the source dataset. In contrast, using oversampling
methods can result in duplicate instances in the minor-
ity class, increasing dataset size and training time for ma-
chine learning algorithms. Hybrid sampling approaches
combine both methods, which can be quite complicated.
The oversampling techniques applied in this study include
SMOTE, ADASYN, Borderline SMOTE, Random Over-
sampling, and SMOTE SVM algorithms to address these
disadvantages. For solving skewed datasets, all of these
techniques are commonly used and have demonstrated their
effectiveness in a variety of applications [28], [29], [30], [31].
In the following 0sections, the oversampling techniques em-
ployed in this paper are explained in more detail.

3.3.1. Synthetic Minority Oversampling Technique (SMOTE)
[32]

This widely used oversampling technique generates syn-
thetic samples of the minority class by interpolating be-
tween existing minority class samples. Synthetic samples
are created by selecting two existing minority class samples
and generating a new sample that lies between them. This
technique can produce high-quality synthetic samples but
also increase the risk of overfitting if the synthetic samples
are too similar to the existing minority class samples.

3.3.2. Adaptive Synthetic Sampling (ADASYN) [33]

This variant of SMOTE generates synthetic samples
using a weighted distribution, where the weights are pro-
portional to the density of the minority class samples. This
can help produce more diverse synthetic samples, reducing
the risk of overfitting.

3.3.3. Borderline SMOTE [34]

This is a variant of SMOTE that generates synthetic
samples only for the minority class samples closest to the
classifier’s decision boundary. This can help improve the
classifier’s ability to classify samples near the border cor-
rectly.

3.3.4. Random Oversampling [32]

This method involves randomly selecting samples from
the minority class and adding them to the original dataset.
This technique can be effective but also introduce redun-
dancy and overfitting if the same samples are selected mul-
tiple times.
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Figure 1: Methodology

3.3.5. SMOTE SVM [35]

This technique generates new samples near the bound-
ary of the decision. Like Borderline SMOTE, SMOTE
SVM is based on the principle that generating new sam-
ples at the decision border is best. Decision boundaries are
detected using SMOTE SVM and support vectors.

3.4. Machine Learning Techniques

3.4.1. Support Vector Machine [11]

This technique involves locating observations at the
boundary of each class. These observations are called sup-
port vectors. In supervised learning models, Support Vec-
tor Machines (SVM) are used to evaluate data used for
classification and regression analysis. The SVM training
technique allows one to create a model that categorizes
new instances into two categories based on the training
examples. Thus, the SVM is a nonprobabilistic binary lin-
ear classifier.

3.4.2. Random Forest [5]

It is one of several components of ensemble learning.
Several decision trees constitute a forest; all their outputs
are combined to form a class. Random Forest is used for
classification and regression.

3.4.3. K-Nearest Neighbor [6]

In this technique, the classifier is presented with a new
unknown sample. In this classifier, supervised learning is
used to identify the K-nearest neighbors of the sample to
identify areas of the pattern that belong to that neighbor’s
class. Then, the new pattern will be assigned accordingly,
and the algorithm determines the proximity between two
points based on their distance.

3.4.4. XGBoost [8]

The Extreme Gradient Boosting framework uses a gradient-
boosted decision tree (GBDT) to enhance the performance
of machine learning. It is one of the most widely used ma-
chine learning libraries for classification, regression, and
ranking problems, in addition to parallel tree-boosting.

3.4.5. Light Gradient Boosting Machine (LightGBM) [9]

The technique is a type of gradient boosting based on
decision trees. This method is used to enhance the effi-
ciency of a classification model while consuming less mem-
ory. This technique performs various machine-learning ap-
plications, including ranking and classification. This method
uses two techniques. The first method is known as Gradient-
based One Side Sampling (GOSS), and the second method
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Table 1: The confusion matrix

Positive (Fraud) Negative (Legiti-
mate)

Positive (Fraud) True Positive (TP) False Negative (FN)

Negative (Legitimate) False Positive (FP) True Negative (TN)

is known as Exclusive Feature Bundling (EFB), a tech-
nique developed to overcome the disadvantages of using
the histogram approach in the Gradient Boosting Decision
Tree (GDBT). EFB and GOSS methodologies are used to
achieve the characteristics of the LightGBM model.

3.4.6. Näıve Bayes [7]

Naive Bayes is a representative supervised machine learn-
ing method for classification problems. The technique ef-
fectively estimates the parameters for classification using
a small set of training data. By calculating the probabil-
ity of the proper class, Bayes’ theorem is used to perform
classification.

3.4.7. Convolution Neural Network [10]

The CNN contains several layers of interconnected neu-
rons arranged into three types: convolutional, pooling, and
fully connected layers. The first layer of a CNN involves a
series of convolutions on the input image. These convolu-
tions each involve a set of learnable filters that detect dif-
ferent features in the image. Convolutional layers generate
output processed through nonlinear activation functions,
such as ReLU, and then downsampled by pooling layers to
reduce its dimensionality. The resulting feature maps are
then processed through additional convolutional and pool-
ing layers to extract increasingly complex features from the
input image. As a final step, the feature maps have been
flattened and passed through a layer or layers that are fully
connected, which then performs the final classification or
regression.

4. Result and Discussion

This section provides in-depth information about the
performance metrics and results of the experiment. The
last section discusses the results.

4.1. Evaluation Metrics

As illustrated in the table 1, binary classification prob-
lems can be classified into four types based on how actual
values are combined with predicted values: true positive,
false positive, true negative, and false negative.

• True positive (TP): Represents the number of trans-
actions that are expected to be fraudulent.

• False positive (FP): Represents the number of trans-
actions believed to be fraudulent but legitimate.

• True negative (TN): Represents the number of sam-
ples predicted to be legal transactions and those legal
transactions.

• False negative (FN): Represents the number of trans-
actions believed to be legitimate but represent fraud
[36].

The resampled datasets using the above oversampling
techniques are each applied to seven machine-learning mod-
els implemented in Python. To assess the performance of
the classifiers, accuracy and F1-score are used in this paper.
Accuracy represents the percentage of predicting fraudu-
lent and non-fraudulent classes correctly and is calculated
as given in Eq. (1).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

F1-score is the harmonic mean of two other perfor-
mance metrics, precision and recall, and is calculated as

F1-score = 2× precision× recall

precision + recall
(2)

4.2. Results

We analyzed two datasets by combining oversampling
and machine learning techniques to identify how oversam-
pling affects performance. Overall, our experimental re-
sults show that oversampling techniques improve the per-
formance of machine learning models. However, differ-
ent oversampling methods work differently with the var-
ious machine learning models. Therefore, it is important
to choose the right oversampling technique with the cor-
rect machine-learning model to enhance the performance
of the overall model. On both our experimental datasets,
SMOTE SVM is the best oversampling method. It achieved
the best performance when used with KNN and CNN on
the two datasets, respectively.

We conducted experiments on a small dataset and a
large dataset, respectively. Firstly, we tested seven ma-
chine learning techniques without oversampling for classi-
fication. The performance of each machine learning tech-
nique is shown in Table 2 and Table 3. On the small
dataset, Random Forest outperformed other classifiers; on
the large dataset, XGBoost, Random Forest and Light-
GBM perform the best when compared with other classi-
fiers.

In the second experiment, we oversampled each dataset
using different methods and then trained machine learning
models based on the oversampling results. Table 4 and
Table 5 show the performance metrics of each model un-
der different oversampling methods on the small and large
datasets, respectively. KNN with SMOTE SVM outper-
formed all the other machine learning models on the small
dataset; CNN also performed the best with SMOTE SVM,
which was the best-performing model on the large dataset.

Besides, we conducted a third experiment to explore the
models’ stability based on standard deviations. We trained
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Table 2: Small Dataset Accuracies and F1-score of Various
Classifiers before Oversampling Techniques

MODELS ACCURACY (%) F1-SCORE

Random Forest 74.12 0.690

SVM 47.94 0.250

KNN 60.76 0.425

XGBoost 65.76 0.607

Näıve Bayes 67.65 0.560

LightGBM 65.94 0.600

CNN 67.84 0.551

Table 3: Large Dataset Accuracies and F1-score of Various
Classifiers before Oversampling Techniques

MODELS ACCURACY (%) F1-SCORE

Random Forest 99.74 0.913

SVM 99.06 0.571

KNN 99.54 0.833

XGBoost 99.77 0.923

Näıve Bayes 98.30 0.510

LightGBM 99.75 0.916

CNN 99.70 0.904

each model fifteen times on each dataset and presented
their standard deviations in Table 6 and Table 7. The re-
sults show that Random Forest and CNN exhibit non-zero
standard deviations regardless of the oversampling tech-
niques, meaning their performance could vary across mul-
tiple executions. In contrast, other methods (SVM, KNN,
XGBoost, LightGBM and Naive Bayes) achieved zero or
close-to-zero standard deviation, showing better stability
in performance. We omit their standard deviations, which
are extremely small and unsuitable to be presented in Ta-
ble 6 and Table 7.

5. Conclusion

Fraudulent credit card transactions are one of the most
significant challenges that cause tremendous financial losses
to businesses and individuals today. This paper evaluates
the performance of various machine-learning algorithms
with different oversampling techniques for fraudulent trans-
action detection. We empirically validate the effectiveness
of incorporating oversampling techniques to overcome the
class imbalance problem that exists extensively in real-
world fraud detection datasets due to a lack of positive
cases (i.e., fraudulent records). Besides, we achieve better
performance than state-of-the-art solutions, reaching an
accuracy of 76.47% and F1-score of 0.666 with KNN on one
dataset, and an accuracy of 99.93% and F1-score of 0.857
with CNN on the other experimental dataset. In both
settings, SMOTE SVM beats other oversampling meth-
ods, leading to superior results. Our next step is exploring
swarm intelligence algorithms and stacked classifiers, which

might further boost the performance.
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pedia of machine learning 15 (2010) 713–714.

[8] T. Chen, C. Guestrin, Xgboost: A scalable tree boosting system,
in: Proceedings of the 22nd acm sigkdd international conference
on knowledge discovery and data mining, 2016, pp. 785–794.

[9] G. Ke, Q. Meng, T. Finley, T. Wang, W. Chen, W. Ma, Q. Ye,
T.-Y. Liu, Lightgbm: A highly efficient gradient boosting deci-
sion tree, in: NIPS, 2017.

[10] Y. Lecun, L. Bottou, Y. Bengio, P. Haffner, Gradient-based
learning applied to document recognition, Proceedings of the
IEEE 86 (11) (1998) 2278–2324. doi:10.1109/5.726791.

[11] C. Cortes, V. Vapnik, Support-vector networks, Machine learn-
ing 20 (1995) 273–297.

[12] R. Obiedat, R. Qaddoura, A. M. Al-Zoubi, L. Al-Qaisi, O. Har-
foushi, M. Alrefai, H. Faris, Sentiment analysis of customers’
reviews using a hybrid evolutionary svm-based approach in an
imbalanced data distribution, IEEE Access 10 (2022) 22260–
22273. doi:10.1109/ACCESS.2022.3149482.

[13] R. Qaddoura, A. M. Al-Zoubi, I. Almomani, H. Faris, A
multi-stage classification approach for iot intrusion detection
based on clustering with oversampling, Applied Sciences 11 (7).
doi:10.3390/app11073022.
URL https://www.mdpi.com/2076-3417/11/7/3022

[14] R. Qaddoura, A. M. Al-Zoubi, H. Faris, I. Almomani,
A multi-layer classification approach for intrusion detection
in iot networks based on deep learning, Sensors 21 (9).
doi:10.3390/s21092987.
URL https://www.mdpi.com/1424-8220/21/9/2987

[15] J. Nanduri, Y.-W. Liu, K. Yang, Y. Jia, Ecommerce fraud de-
tection through fraud islands and multi-layer machine learning
model, in: Advances in Information and Communication: Pro-
ceedings of the 2020 Future of Information and Communication
Conference (FICC), Volume 2, Springer, 2020, pp. 556–570.

[16] I. Matloob, S. A. Khan, R. Rukaiya, M. A. K. Khattak, A. Mu-
nir, A sequence mining-based novel architecture for detecting
fraudulent transactions in healthcare systems, IEEE Access 10
(2022) 48447–48463.

[17] A. Rastogi, Ecommerce fraud data, https://www.kaggle.

com/datasets/aryanrastogi7767/ecommerce-fraud-data (May
2020).

[18] M. L. G. ULB, Credit card fraud detection,
https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
(Mar 2018).

[19] S. Maniraj, A. Saini, S. Ahmed, S. Sarkar, Credit card fraud
detection using machine learning and data science, International
Journal of Engineering Research 8 (9) (2019) 110–115.

31



CNSER IJCVSP, 14(1),(2024)

Table 4: Small Dataset Accuracies and F1-scores of Various Classifiers for Different Oversampling Techniques. * denotes
a significant improvement of a method over the method without an oversampling method applied (t-test P < 0.05).

Models
SMOTE SMOTE SVM Borderline Random Oversampling ADASYN

Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score

Random Forest 74.12 0.731* 71.76 0.677 72.55 0.694 73.14 0.686 65.14 0.618

SVM 58.82* 0.588* 65.12* 0.620* 62.50* 0.610* 65.70* 0.625* 62.70* 0.606*

XGBoost 61.76 0.580 70.59* 0.687* 64.71 0.600 58.82 0.533 64.71 0.625

KNN 67.65* 0.645* 76.47* 0.666* 70.59* 0.642* 67.65* 0.592* 61.76* 0.580*

LightGBM 61.76 0.580 64.71 0.571 68.50* 0.620* 61.76 0.551 61.76 0.551

Näıve Bayes 61.76 0.551 64.71 0.571 58.82 0.533 67.65 0.592 58.82 0.533

CNN 70.78* 0.669* 69.22* 0.598* 70.16* 0.632* 71.57* 0.646* 68.63* 0.616*

Table 5: Large Dataset Accuracies and F1-scores of Various Classifiers for Different Oversampling Techniques. * denotes
a significant improvement of a method over the method without an oversampling method applied (t-test P < 0.05).

Models
SMOTE SMOTE SVM Borderline Random Oversampling ADASYN

Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score Accuracy (%) F1-score

Random Forest 99.67 0.895 99.69 0.899 99.71 0.903 99.69 0.897 99.66 0.889

SVM 97.07 0.486 97.30 0.511 96.80 0.467 96.66 0.453 94.38 0.333

XGBoost 99.61 0.876 99.68 0.895 99.68 0.895 99.65 0.889 99.52 0.851

KNN 97.97 0.585 98.71 0.678 98.57 0.656 99.22 0.773 97.51 0.535

LightGBM 99.65 0.889 99.68 0.895 99.65 0.889 99.65 0.887 99.54 0.855

Näıve Bayes 97.14 0.500 96.87 0.477 96.57 0.454 97.12 0.498 95.81 0.405

CNN 99.80* 0.772 99.93* 0.857 99.72 0.844 99.21 0.784 99.16 0.775
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