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Abstract
Parkinson’s disease (PD) is an incurable neurological disorder disease.
But there is still no standard medical provision to identify Parkinson’s
disease. In this study, a fine motor symptom that is sketching has been
studied. The experiments are done on a significant number of PD pa-
tients and Healthy Group (without PD). We proposed a system that can
determine the sketching and reports whether a PD patient’s sketch or
not. Deep learning algorithms can deal with the solution of different
brain generalizing neural networks with the same design. Thus, we ap-
plied Convolutional Neural Network (CNN) to classify sketched images
to discriminate or identify Parkinson’s Disease (PD) affected patients
from the regular healthy (without PD) control group. The experiment
was done on different CNN models with transfer learning method and ap-
plying on Spiral and Wave sketched data. The proposed system achieved
96.67% accuracy on the ResNet50 model with spiral sketching.
Contribution of the Paper: The main contribution of this paper is,
we have used Transfer learning which enhanced the model performance.
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1. INTRODUCTION
In this era, more than seven million people worldwide

are affected by Parkinson’s disease (PD), according to a
recent study [1]. Nowadays, this incurable disease is in-
creasing tremendously. This disease gets its name from
James Parkinson, who earlier described it as a paralysis
agitans and later gave his surname was known as a PD.
Parkinson’s disease causes a diverse set of symptoms rang-
ing from tremor to cognitive impairment, hallucination, de-
mentia, sleep disorders, etc. It is the most common neuro-
degenerative disease among aged people who are more than
50 years old. Till now, there is no complete cure. This pa-
per aims the predict Parkinson’s disorder. To avoid the
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significant negative impact on PD patients, identification
of PD in the premier stage is mandatory.

Previous clinicians and researchers already used Hand-
writing and Spiral sketching to identify PD patients suc-
cessfully in the premier stages [2, 3]. Spiral and wave
sketching, and handwriting could be easily differentiated
from healthy person (without PD) to a person affected by
PD and the measurement of those sketching & handwrit-
ing are non-invasive [4]. Parkinson’s disease symptoms are
broadly divided into two groups. One is Motor symptoms
another one is Non-motor symptoms. Motor symptoms
are tremor (involuntary movement of the legs/ hands),
stiffness(difficulty in moving the parts of the body), slow-
ness in daily activities, impaired balance, shuffling gait.
On the other hand, non-motor symptoms are difficulties
with memory, slowness of thought, anxiety and depression,
insomnia and fatigue, vision problem, hallucinations and
delusions, speech and swallowing problems [5]. Parkinson’s
disease with motor symptoms causes three main changes
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in writing [2]: the size of writing [6] (micrographia [7]),
pen-pressure [8] and kinematics. This paper works on mo-
tor symptoms which as tremors by recognizing drawing
between healthy and Parkinson subjects.

Thus, this paper based on binary classification is de-
veloped to detect Parkinson’s Disease by taking advan-
tage of Convolutional Neural Networks. This study mainly
leverages sketched data performed by healthy subjects and
Parkinson’s patients and used built-in Convolutional Neu-
ral Networks for classification purposes. The orientation
of the paper is organized in the following way. Section 2
presents the related works. Section 3 presents the Con-
volutional Neural Network architecture used to build the
proposed model. Section 4 presents the methodology of
the study. Section 5 presents the experimental and result
in analysis of the study. Section 6 presents the conclusion
of this study.

2. RELATED WORKS
2.1. Speech Spectrogram-Based Deep Feature Assisted CAD

Zahid et al. [9] proposed three methods to develop a
computer-aided diagnosis system.

1. Speech recordings using spectrograms are based on
transfer learning.

2. Deep features extraction had been using several ma-
chine learning classifiers from speech spectrograms.

3. Machine learning classifiers further used for evalua-
tion of simple acoustic features of those recordings.

This study was assessed on a Spanish dataset. They
used the Alexnet model for handcrafted feature extrac-
tion and deep feature extraction. They also used transfer
learning, deep feature, and acoustic-phonetic feature-based
methods for classification purposes. The developed model
achieved 99.7% accuracy on the pronunciation of vowel ‘o’
using a multi-layer Perceptron and achieved 99.1% accu-
racy on the pronunciation of vowel ‘i’ extracted deep fea-
tures using random forest.

2.2. Dynamic handwriting analysis for the assessment of
PD

Pirlo, G. et al. [10] proposed a Parkinson’s disease de-
tection system using Handwriting as a biomarker. This
study has provided an online handwriting analysis to the
assess of PD diseases from a pattern recognition perspec-
tive. They surveyed based on a pattern recognition per-
spective to describe different phases using handwriting as
a biomarker.

2.3. Machine Learning-based classification using Spiral Draw-
ing

Zham et al. [11] introduced a method to detect Parkin-
son’s disease by sketching spiral images. In their study,
they used two types of features. One is “Speed,” another
one is “Pen Pressure” while performing the sketch. Af-
ter feature collection, they used the Naïve Bayes classi-
fier. They showed that using Direction and Angular change
both features for Archimedean guided spiral, PD and Con-
trol groups discrimination was most suitable. They ana-
lyzed in their study that the AUC curve of 0.933 indicates
the differentiation of PD patients from the control group
effectively.

2.4. Convolutional Neural Networks based approach using
Drawing Movements

Gil-Martín et al. [12] detected Parkinson’s disease based
on different directions during the movement of drawing.
There were using Fast Fourier’s transform in input and
applied on the CNN method. They divided the model into
two-part where the first part consisted of a 2-layer con-
volution layer for feature extraction and the second part
consisted of 3-layer fully connected layer for classification
purposes. They obtained 96.5% accuracy, 97.7% F1-score.

2.5. Machine learning approach using drawing movements
to detect Parkinson’s disease

Kotsavasiloglou, C. et al. [13] proposed curved move-
ment of the pen while sketching simple horizontal lines
on the surface of the pad taken from the healthy and PD
subjects. They used machine learning algorithms to dif-
ferentiate the PD-affected group and healthy group. They
applied different classifiers for the training purpose to de-
velop an automated system. They achieved 91% accuracy.

2.6. Convolutional Neural Network and A Multistage Clas-
sifier Approach based approach using Spiral and Wave
Drawings

Chakraborty, S. et al. [14] proposed a CNN method
with multiple machine learning classifier. They worked
with both spiral and wave drawing datasets collected from
Kaggle’s data repository. They proposed a CNN model
that was run over these two different datasets, spiral and
wave sketch datasets. They calculated the probabilities
of prediction and then trained on ensemble classifier RFC
(Random Forest Classifier) and LR (Linear Regression).
Then they used weighted average voting to combine spi-
ral and wave sketch testing results. They achieved 93.3%
accuracy.

3. CONVOLUTIONAL NEURAL NETWORK
ARCHITECTURES
In this section, VGG16 and Resnet50 architectures are

discussed, which are used in this study. These CNN archi-
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tectures have succeeded in competitions such as the Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC)
[15].

3.1. VGG16
VGG16 (Visual Geometry Group) is a convolutional

neural network (CNN) architecture that is developed by
oxford and won the ILSVR (ImageNet) competition in
2014. It is also called OxfordNet. This architecture con-
sists of 13-convolutional layers and 3-fully connected lay-
ers. The input size is the default, and it is 224 × 224 RGB
images. There has a fixed 3 × 3 filter size in convolutional
layers [16]. Figure 1 shows VGG16 architecture.

In
p

u
t 

Im
a

g
e

(2
2

4
 X

 2
2

4
 r

g
b

)

3
 X

 3
, 
C

o
n

v
, 

6
4

3
 X

 3
, 
C

o
n

v
, 

6
4

m
a

x
p

o
o

l(
2

 X
 2

)
s

tr
id

e
(2

 X
 2

)

3
 X

 3
, 
C

o
n

v
, 
1

2
8

3
 X

 3
, 
C

o
n

v
, 

1
2

8

m
a

x
p

o
o

l(
2

 X
 2

)
s

tr
id

e
(2

 X
 2

)

3
 X

 3
, 
C

o
n

v
, 
2

5
6

3
 X

 3
, 
C

o
n

v
, 

2
5

6

3
 X

 3
, 

C
o

n
v
, 
2

5
6

m
a

x
p

o
o

l(
2

 X
 2

)
s

tr
id

e
(2

 X
 2

)

3
 X

 3
, 
C

o
n

v
, 

5
1

2

3
 X

 3
, 
C

o
n

v
, 

5
1

2

3
 X

 3
, 
C

o
n

v
, 

5
1

2

m
a

x
p

o
o

l(
2

 X
 2

)
s

tr
id

e
(2

 X
 2

)

3
 X

 3
, 
C

o
n

v
, 

5
1

2

3
 X

 3
, 
C

o
n

v
, 

5
1

2

3
 X

 3
, 

C
o

n
v
, 

5
1

2

m
a

x
p

o
o

l(
2

 X
 2

)
s

tr
id

e
(2

 X
 2

)

fc
, 

4
0

9
6

fc
, 
4

0
9

6

s
o

ft
m

a
x

3
 X

 3
, 
C

o
n

v
, 
2

5
6

3
 X

 3
, 
C

o
n

v
, 

2
5

6

Figure 1: VGG16 Architecture

3.2. ResNet50
ResNet50 has 50 layers with 25 million parameters. In

2015, ResNet was the winner of the ImageNet challenge.
It can train extremely deep neural networks successfully
[17]. Residual learning tries to learn some residual instead
of trying to learn some features. ResNet used shortcut
connections and created a residual block. The residual in-
termediate block learns how to adapt with input for high-
quality features. ResNet is introducing a “identity short-
cut connection” which skips one or more layers. Figure 2
shows ResNet 50 architecture with two types of block; one
is Convolutional block, and another one is identity block.
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Figure 2: ResNet50 Architecture

3.3. Transfer Learning
Transfer learning is a well-known and prominent tech-

nique that can use as a pre-trained model. When a model
was trained with large-size benchmark datasets (e.g. Im-
ageNet dataset) to solve a problem then it’s called a pre-
trained model.Transferring knowledge of old tasks into a
new job, when a new job is learned it is called transfer
learning. We can reuse a model for different tasks by using
transfer learning [18, 19]. Transfer learning is destined by
domain and task. There has two elements in a domain –
one is feature space (denoted by X) another one is proba-
bility distribution (denoted by P(X)).

D = {X,P (X)} (1)

Here, X = {x1, x2, x3.......xn} ∈ X.A task consists of two
elements – one is Predictive Function “f(x)” another one
is Label Space “y”.

T = {y, f(x)} (2)

Here, predictive function, “f(x)” predicts the correspond-
ing label of a new instance x [20]. In deep learning, it
is challenging to work with small and unlabeled datasets.
Transfer learning has the advantage that is handling a lim-
ited dataset in a research problem by storing knowledge
gained from a large benchmark dataset and then applying
it to a model which deals with the limited dataset. There
have two types of technique to implement transfer learn-
ing. They are Feature Extraction and Fine-Tuning. In
the Feature Extraction, the ConvNet model is pre-trained
on the large scale ImageNet dataset without the fully con-
nected layer and the pre-trained ConvNet treat as a fixed
feature extractor for the new task. By using pre-trained
model’s weights in a new task which is trained with new
data. In Fine-Tuning strategy, not only pre-trained the
Convolutional layers but also re-trained some of the layers
on the new dataset. That means we can freeze some of the
layers (can fix weight) and fine-tuning is used in the rest
of the layers. In fine-tuning the weights are updated using
backpropagation [21, 22].

4. Methodology
4.1. Data Collection

We collected data from Kaggle’s dataset [23]. This
dataset is a set of spiral and wave sketches from 55 sub-
jects where 28 subjects from the healthy control group
(without PD) and 27 subjects from the Parkinson’s group.
The dataset contains 102 spiral sketching images and 102
wave sketching images. A tablet, A3 size paper, and a pen
were used to record sketching [14]. Sample Images of the
sketches for Healthy (without PD) and Parkinson Group
are given in Figure 3.
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(a) Healthy Spiral and Wave

(b) Parkinson Spiral and Wave

Figure 3: The sample images of Healthy and Parkinson

4.2. Data Preprocessing
For the preparation of data, thinning was applied to the

dataset. Zhang-Suen algorithm is a renowned algorithm
that has been used for data thinning [24]. In this study,
the structure of sketching was only considered rather than
pressure sensitivity. Some of the image of the dataset
create two edge line and has a thicker line. As a re-
sult, the training and testing performance on the dataset
gets affected. By applying the Zhang-Suen thinning algo-
rithm, the drawings become uniform in color, thinness, and
shape become the dominant feature to classify the Healthy
(without PD) and Parkinson group. A sample output of
sketched images after thinning is given in Figure 4. The

(a) Before Thinning (b) After Thinning

Figure 4: The sample images of Healthy and Parkinson

data images were resized for study. For Resnet 50, we re-

sized the spiral sketches to 256 × 256 (height × width)
and the wave sketches to 512 × 256 (height × width). For
VGG16 spiral and wave both sketches were resized to 224
× 224 (height × width).

After resizing, all the images were augmented using the
on-the-fly data augmentation technique. As our dataset
number is relatively small, we performed image augmenta-
tions to induce some synthetic sample data/image in the
dataset.

The number of Image data after performing augmenta-
tion using ImageDataGenerator in Keras can be evaluated
using a specific formula given below.

GI = nT × nE (3)
Here, GI = Generated Image, nT = Number of images

in the Training set and nE = Number of epochs specified
during fit.

Table 1: The Parameters of Augmentation in Spiral
Sketching

Parameters Value

Horizontal Flip True

Vertical Flip True

Zoom 0.2

Rotation 360

Width Shift 0.1

Height Shift 0.1

Brightness (0.5, 1.5)

Shear 0.2

Several parameters for image augmentation we applied
to the data. These parameters of image augmentation with
the corresponding distinct value are given below in Table
1 and Table 2.

4.3. Model Development:
In this study, two types of CNN architecture are used

– VGG16, ResNet50. These architectures are pre-trained
by imagenet dataset and stored the knowledge. The spi-
ral and wave images are preprocessed using data thin-
ning and data augmentation. Then we applied fine tuning
with this dataset using extracted knowledge. So, through
this process, we applied transfer learning to CNN archi-
tectures. Figure 5 describes the functional flow of the pro-
posed model. Then we figure out a comparative conclusion
on spiral sketching and wave sketching.
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Figure 5: Working Flowchart of Proposed System

Table 2: The Parameters of Augmentation in Wave Sketch-
ing

Parameters Value

Horizontal Flip True

Vertical Flip True

Zoom 0.2

Rotation 5

Width Shift 0.1

Height Shift 0.1

Brightness (0.3, 1.8)

Shear 0.2

5. EXPERIMENTAL AND RESULT ANAL-
YSIS

5.1. Experimental Assesment
This study was calculated the accuracy of the model:

VGG16, ResNet50 with different learning rates: 1e-5, 3e-
5, 3.15e-5, 3.5e-5, 4e-5, and figure out various gains and
losses of these model on spiral and wave sketching images
data. Figure 6 shows the accuracy comparison for spiral
and wave images on VGG16, ResNet50.
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Figure 6: Accuracy comparison on Spiral and Wave images
between CNN Architectures
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Figure 7: Accuracy comparison on Spiral images between
CNN Architectures
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Figure 8: Loss comparison on Spiral images among learn-
ing rates of ResNet50

(a)

(b)

Figure 9: (a) ResNet50 model accuracy on the spiral sketch
(b) ResNet50 model loss on the spiral sketch

Based on this figure, we see that the performance of
models on spiral sketching provides better performance
than wave sketching. So, the spiral sketching gives bet-
ter performance than wave in the case of parkinson’s dis-
ease detection. Then further analysis was done on the spi-
ral sketching. Then we compared the accuracy of spiral
sketching of these models. We see that the ResNet50 model
provides better accuracy than VGG16 model. Figure 7 is
shown the comparison. Then after evaluating on several
learning rates of ResNet50, ResNet50 gives better accu-
racy is 96.67%, with a lower loss for learning rate 3.5e-5
(Figure 8).

So, this study found a model that is ResNet50 for learn-
ing rate 3.5e-5 which provides 96.67% accuracy. Figure 9
shows the performance graph of the ResNet50 model for
learning rate 3.5e-5. Figure 9a represent the ResNet50
model accuracy of Spiral sketching, and Figure 9b repre-
sents the ResNet50 model loss of Spiral sketching.

We compared our accuracy with previous work. Author
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Chakraborty et al. [14] worked with the same dataset and
got 93.3% accuracy. Whereas we got 96.67% accurarcy. As
we use the transfer learning method in the CNN model, it
enhanced the model performance. So, this method gives
better accuracy.

6. CONCLUSION AND FUTURE WORK
In this research, a system is developed to classify whether

a person who attempted the sketching test is affected by
Parkinson’s disease or not based on Convolutional Neural
Networks. The work mostly took advantage of spiral image
data performed by healthy subjects and Parkinson’s pa-
tients for classification purposes. This research proposed
here transfer learning with CNN architecture. The ap-
proach that has been applied: ResNet50 model provides
satisfactory result with 96.67% accuracy to distinguish the
sketches made by healthy subjects and Parkinson’s patients
using transfer learning.

We will further improve the methodology and the per-
formance of the classifier in this research. Though this
study depends on built-in CNN architecture, there has
a broad scope in the future to propose a new model us-
ing transfer learning. Also, improvement can be done on
datasets with a wide variety of features that could play an
important role to detect the disease.
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