
International Journal of Computer Vision and Signal Processing, 11(1), 1-8(2021) ORIGINAL ARTICLE

An Automatic Liver Tumor Detection Method
Using Moving Means

Laramie Paxton∗

Math and Natural Sciences Department

Marian University–Wisconsin, U.S.A

Yufeng Cao

Keck School of Medicine

University of Southern California, U.S.A.

Kevin Vixie, Yuan Wang

Department of Mathematics & Statistics

Washington State University, U.S.A.

Chaan Ng

M.D. Anderson Cancer Center

University of Texas, U.S.A.

Brian Hobbs

Cleveland Clinic, U.S.A.

IJCVSP
International Journal of Computer 

Vision and Signal Processing

ISSN: 2186-1390 (Online)

http://cennser.org/IJCVSP

Abstract
We present an automatic liver segmentation method that utilizes the
time series data in conjunction with the Boykov-Kolmogorov (BK) graph
cut algorithm and uses a novel approach of moving means for each of
the sample healthy and tumor tissue intensities (from a separate data
set) to iterate and improve the initial graph cut segmentation. Thus,
there is no training process required since the initial sample means are
computed in advance using Regions of Interest provided by radiologists.
This method provides a reasonable degree of accuracy for an automatic
segmentation scheme, yielding a mean Dice similarity coefficient (DSC)
of 77 percent, a relative volume difference (RVD) of 21.6 percent, and a
volumetric overlap error (VOE) of 35.7 percent. The algorithm is simple
to implement computationally, and the mean runtime of 5.1 minutes is
reasonable given that no training process is necessary. The main contri-
bution of this model is to allow the healthy and tumor means to move
so that a more optimal segmentation can be obtained.
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1. INTRODUCTION

Liver cancer is a common and deadly disease that re-
quires early detection and treatment options for those af-
flicted. With the number of new cases increasing rapidly
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over the past 20 years [1], developing methods to increase
detection of the disease and assist in making a proper diag-
nosis has received considerable attention from the research
community. The standard method of identifying liver tu-
mors is for clinicians to examine images manually even as
new semi-automatic and automatic tumor detection algo-
rithms have been developed in recent decades. Yet, manual
rating is tedious and time-consuming and often varies be-
tween and within experts [2]. Thus, we seek a reproducible
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means of liver segmentation that does not depend on clini-
cians and applies a rigorous method to minimize variation
between and within segmentations.

Multi-phase computed tomography (CT) is the most
common imaging method used for liver cancer due to its
high resolution and speed, but liver tumors themselves ex-
hibit wild variation in overall shape and boundary features
with boundaries often being indiscernible from surrounding
tissues. What makes the situation even more challenging is
that the tumors often have intensities that are very similar
to the other healthy or vessel tissues in the liver or nearby
anatomical features and organs [3].

In this paper, we propose a significant expansion of the
method of automatic liver segmentation presented in [4]
that included the use of time series data from the sequence
of 59 CT images taken for each patient, as described in [5].
Similar to before, we use a set of sample vectorized means
of healthy and tumor tissue intensities from other patients
to create a mean of means for each tissue type that can be
used in the graph cut in place of any training data for the
image we are segmenting. We then fit each of these two
(59-dimensional) vector means with a Gaussian B-spline
so as to better approximate the actual signals for healthy
and tumor tissue intensities prior to using them in the en-
ergy functional described below, which the BK graph cut
then minimizes for this initial set of vector means. Our
new contribution here is to then perturb the coefficients
of the Gaussian B-spline of the healthy and tumor mean
of means and resample the two (59-dimensional) vector
means, hence moving means. We perform the BK graph
cut again and repeat this process until the change in en-
ergy is less than one percent. This allows for an improved
segmentation as shown by the statistical measures in Ta-
ble 1 below. We also note that there is no training process
required since the set of means from other patients can be
computed in approximately 5 minutes ahead of time.

The structure of the paper is as follows: First, in Sec-
tion 2, we present related works and categorize the existing
models of liver segmentation. Next, in Section 3, we de-
scribe the proposed model in detail along with the statis-
tical evaluations utilized. Lastly, in Section 4, we present
and discuss the results of the proposed model.

2. RELATED WORKS

Over the past 20 years, as computer vision techniques
have continued to develop greater and greater accuracy,
researchers have developed many different methods for the
liver segmentation problem, including interactive, semi-
automatic, and fully automatic approaches. However, each
category of existing models, as described below, still has
drawbacks that merit the development of improved mod-
els, especially those that handle boundary leakage, low-
contrast images, and avoid the necessity of large amounts
of training data and lengthy training processes. The moti-
vation of this method is to address these issues by imple-

menting a fully automatic liver segmentation process that
does not require training.

One group of common methods for liver segmentation
includes region growing [6], [7], clustering [8], [9], and thresh-
olding [10]. These represent some of the earliest approaches
to the problem, and while they are computationally straight-
forward to execute, issues arise on the tumor boundaries
since they rely on the intensity of pixels, generally speak-
ing. In recent years, many modified techniques have been
proposed such as, adaptive region growing and adaptive
thresholding, spatial fuzzy clustering [11], random walkers
[12], and the watershed algorithm [13].

Another technique currently making rapid advancement
is those based on machine learning, especially convolu-
tional neural networks, which were popularized in the area
of liver tumor segmentation by Ronneberger, Fischer, and
Brox [14] in 2015. Building upon their method, Christ,
et al. [15] employ an approach known as a cascaded fully
convolutional neural network. Then in 2019, we saw more
developed models such as the deep belief network proposed
by Ahmad, et al. [16]. Other examples include [17], [18],
[19], [20], and [21]. These methods have achieved promis-
ing results in recent years, but tend to have the tradeoff of
needing substantial amounts of training data and a rather
lengthy training process [22], not to mention the fact that
they are more costly computationally speaking.

The third major area of liver tumor segmentation meth-
ods is those that rely on energy minimization as a means of
segmenting images into healthy, tumor, and sometimes ves-
sel or other types of tissue. These methods can be divided
on the one hand into active contour methods [23], [24],
[25], such as fast marching and level set [11], and on the
other hand graph cuts. Since liver tumor boundaries are
often not clearly defined and thus exhibit leaking, active
contour approaches have suffered from oversensitization to
contour initialization, as the energy minimization process
can be disrupted by the presence of local minima [26]. Re-
searchers have thus introduced many different techniques
to address these issues, including Markov Random Field
level sets [27] and fuzzy clustering [28].

As noted above, the other energy minimization area of
extensive research is based on graph cut methods [29], [30],
[31], [26], [32], which, unlike the active contour methods
mentioned previously, perform the segmentation through a
process of global energy minimization. One additional key
difference between the two types of methods is that graph
cuts are typically not iterative in nature and complete the
segmentation in one pass. They also are independent of
any contour initializations.

At the heart of the graph cut method is the theory of
combinatorial optimization. Suppose we have a connected,
undirected graph that we would like to separate into two
disconnected pieces. We can represent the graph using
pixels as vertices, and we can obtain edges from n-links,
which are simply 4- or 8-neighborhood connected groups
of pixels. By adding a source and sink to the graph, we can
form t-links, which are edges running from each pixel to
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both the source and sink nodes [33]. The cut in graph cut
refers to the process of minimizing an energy functional
by making the minimum-cost cut that produces the two
disconnected pieces referred to above.

This energy functional contains a boundary term that
involves perimeter regularization and also a regional term
corresponding to data fidelity. The boundary term assigns
a penalty or cost that is determined by the difference in
pixels along boundaries within the image, but it applies
only to those edges being cut. On the other hand, the re-
gional term assigns a penalty by classifying pixels within
a given region. This is most often done by finding a typi-
cal representative pixel or value for a region, such as mean
pixel intensity or other measures, and determining the dif-
ference between this representative and each surrounding
pixel with an appropriate metric, i.e. a function that de-
fines a distance between two given pixels. It should be
noted that the metric used in the perimeter term is often
different from the one used in the data term due to the sit-
uation encountered on the boundaries of tumors and the
special consideration needed there.

The underlying mathematical theory that provides the
foundation for obtaining the minimization is known as the
Max-flow Min-cut Theorem [34]. First we define the con-
cept of the cut of minimum capacity to be the smallest
overall weight of those edges that, if removed, would dis-
connect the source and the sink in the network. Loosely
speaking, the Max-flow Min-cut Theorem states that if we
make the cut of minimum capacity to our flow network,
then the weight of all the edges in the cut is equal to the
maximal flow that is able to flow through the network.

Perhaps the most well known graph cut algorithm of
recent years, which has been used by many different re-
searchers wherever graph cuts are utilized and the one
that we use in the proposed method below, is the Boykov-
Kolmogorov (BK) max-flow algorithm [35], [36], [37]. While
graph cut methods in general tend to exhibit difficulty with
noisy images and weak boundaries, such as the leakage de-
scribed above, many researchers have combined other ap-
proaches to address this, for example the random walkers
model mentioned previously [12]. Others include an inter-
active graph cut method using Markov Random Fields and
a watershed transform [38] as well as a graph cut method
employing fuzzy c-means and a confidence connected re-
gion growing algorithm [22].

3. PROPOSED METHOD

3.1. The Energy Functional

Let F (L) below be the energy functional to be mini-
mized in the BK algorithm described above. We segment
an image I by clustering the pixels in two clusters around
two known means of means from other patients, but we
shall penalize for forming too much boundary between the
clusters. What we mean here is that we want to avoid
the segmentation adding additional, incorrect boundaries

in place of the true boundaries. In short, we shall use clus-
tering with predetermined means with both a data fidelity
term and a perimeter regularization term, and we let F (L)
be minimized over all possible labeling schemes L.

F (L) =
∑
i

||Ii − µLi
||2 (1)

+ λ

 ∑
{i,j |Li 6=Lj ,

i,j are neighbors}

min{||Ii − Ij ||−12 , 1}

 .

Our two labels Li = 1, 2 are healthy and tumor, and
their cluster centers µ1 and µ2 represent the mean of means
for each tissue type. Further, we incorporate a normalizing
feature for the data term in F (L) such that each term in
each sum is between zero and one, allowing us to fix λ ≡ 1.

We may interpret the first term in the functional as a
data fidelity term that computes the 2-norm of the differ-
ence between each vectorized pixel and the mean of means
for the region it is labeled with. We may interpret the sec-
ond term in the functional as a perimeter regularization
term that computes the edge weight assigned between two
pixels that are in different labels. In this case, it is the
2-norm of the difference between any two vectorized pixels
along a boundary. This means that perimeter penalties are
made only where the edge between two pixels is cut.

The perimeter term is normally large when two pixels
p and q are similar in their intensity and is close to zero
when the two are very different. One standard form [39]
of this term is

k exp

(
− (Ip − Iq)2

2σ2

)
· 1

dist(p, q)
, (2)

where k, σ > 0. In [5], we propose the simpler variant in
F (L) above of

min{||Ii − Ij ||−12 , 1}. (3)

Loosely speaking, it encourages cuts where the norm of
the difference of the vectorized pixels is large, such as on
ground truth boundaries, and discourages them where this
norm is small, with a maximum penalty per cut of one.
However, making cuts can become too cheap compared to
the data penalty and lead to grainy segmentations, which is
why we implement the normalizing component mentioned
above for the data term in (1).

3.2. The Dataset

The proposed method was evaluated on a clinical dataset
of five hepatic tumors in CT scans from the M.D. Ander-
son Cancer Center at the University of Texas. Regions of
Interest (ROI’s) for obtaining the sample tissue mean of
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means for healthy and tumor tissues were supplied by ex-
perts along with ground truth segmentations. We utilized
phase 1 of a 64-stage CT scanner in which a total of 59
slices of 512 × 512 resolution were present in each series
taken 0.5 sec apart over 30 seconds. The pixel spacing was
either .70 mm or .86 mm, and the slice thickness was 5
mm. Patients were injected with a contrast agent prior to
the initial scans. We use the 59th image in each sequence
for the segmentation to allow the contrast agent to take
its full effect. Note that all computations were performed
using Matlab 2020a on a personal computer with 4 GB of
RAM and a 2.5 GHz Intel Core i5 CPU.

3.3. Computing the Mean of Means

We begin by vectorizing each pixel p in each of the five
other patients using the time series data by which we cre-
ate a 59-vector for p whose entries consist of the Hounsfield
unit (HU) intensities of p at each time step in the sequence.
We then extract sample vector means for the tumor and
healthy tissues using the ROI’s provided by the radiolo-
gists. This yields a set of five healthy vector means and
five tumor vector means for which we take the mean of
each set, yielding a mean of means for both tissue types.
We also vectorize each pixel in the image we wish to seg-
ment using the time series data. This allows us to include
information about the intensity differences over time in the
healthy and tumor tissues in addition to the spatial infor-
mation in the image itself.

3.4. Gaussian B-Spline

Once we have computed the 59-vector mean of means
for the healthy and tumor tissues from the other set of
patients, we now wish to better approximate the actual
signals for these intensities with a continuous function. We
therefore fit each set of points using a Gaussian B-spline
and then sample these new curves to obtain the 59-vector
means µ1 and µ2 used in the energy functional F (L) above.

3.5. Moving the Means

After making the initial graph cut using the BK algo-
rithm described previously, we then create a while loop in
which we do the following procedure. Having fit each of
the 59-vector mean of means for the healthy and tumor
tissues with a Gaussian B-spline, we create a 2 × 4 matrix
consisting of the four coefficients for each Gaussian of the
form

f(x) = ae−(
x−b
c )2 + d.

We call this our weight matrix and then proceed to per-
turb by ε = .01 each element in the matrix one at a time.
For each perturbation, we then resample the two 59-vector
mean of means and run the BK graph cut algorithm again,
recording the new energy that results from the algorithm
for the functional (1) above. Thus we obtain a 2 × 4 ma-
trix of the new energies that resulted from perturbing each
coefficient of the two Gaussians one-by-one.

Next, we subtract the resulting energy of the functional
obtained through the initial graph cut from each of the
new energies obtained above to get a 2 × 4 matrix of the
change in energy of the graph cut that resulted for each
perturbation of the coefficients of the Gaussians. We wish
to scale this change in energy matrix by the maximum
change in energy that occurred for a particular coefficient
so as to avoid moving the means too much at once, and
so we multiply the matrix by the inverse of this maximum
change in energy. Then we subtract this scaled change in
energy matrix from the original matrix of coefficients of the
two Gaussian curves. This process allows us to adjust the
coefficients at each iteration based on the change in energy
associated with the perturbation of each coefficient. That
is, the bigger the energy change, the more we move that
coefficient.

Having moved our vector means and obtained a new
weight matrix of coefficients, we then sample them to ob-
tain a new set of 59-vector mean of means for the healthy
and tumor tissues based on the associated energy changes
in each coefficient. We repeat the graph cut using the BK
algorithm and record the resulting energy from the func-
tional F (L) above. If this new energy is larger than the
original energy, we cut the elements of the scaled change
in energy matrix in half and repeat the sampling process
and graph cut algorithm until either the resulting energy is
less than the original or the difference between them is less
than one percent. If the energy is smaller, the while loop
repeats this entire process until the difference between the
energy from the current graph cut and the initial is less
than one percent.

3.6. Moving Means Steps

Here we present the basic steps for the proposed method.
Note that Steps 2-4 can be pre-calculated in approximately
5 minutes.

1. Begin with the Image, matrix M of vectorized pix-
els formed using the time series data, and ROI’s for
computing healthy and tumor sample means from other
patients.

2. Compute the mean of means (mom) for each tissue
type using the time series data.

3. Fit each mom to a curve using a Gaussian B-spline.

4. Sample the curve to obtain a 59-dimensional vector
for each mom.

5. Use 8-connectivity to generate an edge weight matrix.

6. Generate the terminal weight matrix from M .

7. Run BK graph cut.

8. Create the weight matrix of Gaussian coefficients.

9. Perturb each coefficient, resample the healthy and tu-
mor means, and run BK graph cut.

10. Form the change in energy matrix and then scale by
the inverse of the maximum change in energy.

11. Subtract the scaled change in energy matrix from the
original weight matrix.
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12. Resample the healthy and tumor means, and run BK
graph cut.

13. If the new energy is larger, scale down the scaled
change in energy matrix and repeat the previous step.

14. Continue rescaling or repeat the perturbation process
until the change in energy is less than 1%.

15. Apply liver mask, color scale, and reshape. Obtain
segmented image.

3.7. Evaluation Methods

We use the standard metrics for evaluation as presented
in [40].

Volumetric Overlap Error

We divide the number of pixels in the intersection of
a segmented tumor (S) and the ground truth (T) by the
total number in the union and subtract this result from
one to obtain the volumetric overlap error (VOE). A VOE
of 0% represents a perfect segmentation.

V OE (%) =

(
1− |S ∩ T |
|S ∪ T |

)
× 100 (4)

Dice Similarity Coefficient

The Dice similarity coefficient (DSC) is a measure that
represents the overall performance of the segmentation. A
score of 100% represents a perfect segmentation.

DSC (%) =
2|S ∩ T |
|S|+ |T |

× 100 (5)

Relative Volume Difference

The relative volume difference (RVD) represents a mea-
sure of over- or under-segmentation of a tumor region. It
is not a standalone indicator of performance since if the
segmented tumor (S) has the same volume as the ground
truth (T), a perfect segmentation value of 0% would be
reported even if the two regions did not overlap.

RVD (%) =

∣∣∣∣ |S||T | − 1

∣∣∣∣× 100 (6)

4. Results

Table 1 shows the average results performed over a set
of five tumors for the proposed method as compared with
several other averages for recent automatic segmentation
models from the literature. We also include below three
segmented images using the proposed method in Fig. 1,
Fig. 3, and Fig. 5. In Fig. 2, Fig. 4, and Fig. 6, we show the
corresponding ground truth segmentations. Tumor tissue
is indicated by yellow.

The proposed method scores well in the DSC metric
(77%), which measures the overall performance of the algo-
rithm, and obtains an overall performance higher than five
of the other models shown in Table 1. It achieves an RVD

Figure 1: First segmentation result.

Figure 2: Ground truth segmentation corresponding to Fig. 1.

of 21.6% and a VOE of 35.7%, both of which are lower, i.e.
better, than three of the other models presented, which
given the lack of a lengthy training time and the simplicity
of the algorithm is promising. These measures could likely
be improved by expanding the set of tumors used to form
each initial mean of means. Many of the other methods
do not report a mean runtime, but the average manual
segmentation time is reported to be approximately four
minutes per tumor [45].

So while the proposed method’s average is 5.1 min-
utes per image, this is still an acceptable length of time
given that the method is fully automatic and there is no
lengthy training process involved. To elaborate, the only
part of the algorithm in subsection 3.6 that should be pre-
calculated is Steps 1-3 in which we use the ROIs and the
set of other patient images to compute a smoothed 59-
dimensional vector representing the sample mean of means
for both the healthy and tumor tissues using the time series
data. This entire process takes only a few minutes. An-
other important advantage of the proposed method is that
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Table 1: Comparison of Automatic Liver Segmentation Methods

Method
Statistical Measures Reported as Averages

VOE (%) DSC (%) RVD (%) Run-time (min)
Masuda et al. [41], 2011 37.2 n/a 30.7 n/a
Linguraru et al. [31], 2012 n/a 74 12.4 50
Huang et al. [42], 2013 32.9 n/a 22.0 n/a
Kadoury et al. [2], 2015 25.2 n/a 14.3 1.7
Ronneberger et al. [14], 2015 39.0 73 87.0 n/a
Christ et al. [15], 2016 16.0 91 6.0 n/a
Moghbel et al. [12], 2016 22.8 75 8.6 0.5
Wu et al. [22], 2017 29.0 83 2.2 0.75
Zeng et al. [43], 2018 33.9 73 n/a n/a
Gruber et al. [44], 2019 21.8 n/a 9.0 n/a
Paxton et al. [4], 2019 41.5 73 19.5 0.4
Proposed Method 35.7 77 21.6 5.1

Figure 3: Second segmentation result.

the algorithm is relatively simple to implement computa-
tionally when compared to the other methods shown. The
main limitation for the proposed method entails building a
suitable set of patient data to form the mean of means for
the healthy and tumor tissues in order to more accurately
estimate the true population means for each. Improved
population mean estimates would likely allow for a more
accurate initial segmentation, which would assist the mov-
ing means step as well. An additional limitation is when
the healthy and tumor intensities in a given patient are
very close together in value (e.g. within 5 HU intensity
units), which often affects the accuracy of the segmenta-
tion even with the moving means component. This occurs,
for example, in the third segmentation result shown above
in Fig. 5 and in this case results in the second tumor be-
ing labeled healthy by the segmentation. However, it is
likely that this issue will also be improved by utilizing a
larger data set that is more representative of the popula-
tion means.

Figure 4: Ground truth segmentation corresponding to Fig. 3.

5. CONCLUSIONS

We present a fully automatic liver segmentation method
that utilizes the time series data in conjunction with the
BK graph cut algorithm and a moving means process. As
in [5], we vectorize each pixel using the time series data
and also make use of the simplified perimeter term in (3)
and normalize the data term in the energy functional F (L).
We use a set of sample (vector) means of healthy and tu-
mor tissue intensities from other patients to create a mean
of means for each tissue type, just as in [4]. There is no
training process required since the set of means from other
patients can be provided ahead of time based on the ROI’s
from expert radiologists. We then use a Gaussian B-spline
to fit these two vector means to smooth curves as an ap-
proximation for the intensity signals for the healthy and
tumor tissues. Our contribution is to move these vector
means by perturbing the coefficients of the Gaussians and
then resampling the two vector means and repeating the
BK graph cut, thus allowing for an improved segmentation.
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Figure 5: Third segmentation result.

Figure 6: Ground truth segmentation corresponding to Fig. 5.

The method provides a reasonable degree of accuracy
for an automatic segmentation scheme, and given that no
training process is required, the runtime is also reasonable.
Moreover, the algorithm is simple to implement computa-
tionally. One area of improvement would be to test the
method using a larger set of tumors to form each mean
of means so that better representatives of the population
means of the healthy and tumor tissue intensity signals
could be obtained. It would also be useful to see how the
improved estimates for the true population means impact
the moving means component.
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